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ISM



 inventory of Galactic disc component
 stellar disc

 thin disc (80% of mass): stars of all ages 0-12Gyr
 thick disc (5% of mass): older stars with lower metallicity

 interstellar medium (ISM)
 gas (15% of mass): hot, warm, and cool component (atomic and 

molecular)
 dust (<1% of gas mass): well mixed with the cool gas
 cosmic rays: relativistic particles
magnetic fields: frozen to the gas (field lines are co-moving with 

the gas); energy density comparable to the kinetic energy of gas



• radio:        interstellar gas 
       (line emission -> velocity information)

• sub-mm range:      dust (thermal emission)
• infrared & optical:    stars
• x-rays:       stars (coronae), supernovae remnants (very hot gas)  
• γ-rays:       supernovae remnants (radioactive decay, 

       e.g. 26Al), compact objects, merging of neutron 
       stars (γ-ray burst) 

different wavelengths provide different information.

astronomer use the full electromagnetic spectrum

multi-wavelength observations





interstellar radiation field

Figures from Draine, B. Physics and Chemistry in the ISM (2011, Princeton)

HI cloud in solar neighborhood in vicinity of massive star

• cosmic microwave background at small frequencies (mm range)
• dust at µm wavelengths 
• starlight at IR and optical frequencies (including UV and near x-rays)



interstellar radiation field

Figure from Tielens, Physics and Chemistry of the ISM (Cambridge University Press)

• at far-ultraviolet (FUV) wavelength the interstellar radiation field (ISRF) is dominated 
by early-type stars (O, B)

• the strength of the FUV field is often expressed in terms of the

Habing field   =   1.2 x 10-4 erg cm-2 s-1 sr-1 

• Current estimates put the average FUV radiation field in the solar neighborhood to

G0 = 1.7 Habing fields = 1.6 x 10-4 erg cm-2 s-1 sr-1

• the stellar photons are absorbed mostly by dust and re-emitted at longer wavelength

12 The galactic ecosystem

several populations of nano particles: nano diamonds have been isolated frommete-
orites with an isotopic composition that indicates a presolar origin; i.e., these grains
predate the formation of the Solar System and they never fully equilibrated with the
gas in the early solar nebula. Likewise, silicon nanoparticles may be the carrier of a
widespread luminescence phenomena, the so-called extended red emission (ERE).

1.3 Energy sources

1.3.1 Radiation fields

The ISM is permeated by various photon fields, which influence the physical and
chemical state of the gas and dust (Fig. 1.8). The stellar radiation field contains
contributions from early-type stars, which dominate the far-ultraviolet (FUV)
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Figure 1.8 The mean intensity in units of erg cm−2 s−1 Hz−1 sr−1 of the inter-
stellar radiation field in the solar neighborhood. Contributions by hot gas, OB
stars, older stars, large molecules (PAHs), dust, and the cosmic microwave back-
ground are indicated. Figure adapted from J. Black, 1996, First Symposium on
the IR Cirrus and Diffuse Interstellar Clouds, ed. R.M. Cutri and W.B. Latter
(San Francisco: ASP), p. 355. The calculated X-ray/EUV emission spectrum and
the FUV spectrum were kindly provided by J. Slavin. The dust emission is a
fit to the COBE results for the galactic emission. The PAH spectrum was taken
from ISO measurements of the mid-IR emission spectrum of the interstellar
medium scaled to the measurements of the IR cirrus by IRAS (F. Boulanger,
2000, in ISO Beyond Point Sources: Studies of Extended Infrared Emission,
ed. R. J. Laureijs, K. Leech, and M. F. Kessler, E. S. A.-S. P., 455, p. 3). The black
squares at 12, 25, 60 and 100!m are the IRAS measurements of the IR cirrus,
the DIRBE/COM measurement at 240!m, and those at 3.3, 3.5, and 4.95!m
are the balloon measurement by Proneas experiment (M. Giard, J.M. Lamarre,
F. Pajot, and G. Serra, 1994, A. & A., 286, p. 203). Note that the latter have
been superimposed on the stellar spectrum.



Abundances, scaled to 1.000.000 H atoms
element   atomic number   abundance
hydrogen       H     1            1.000.000
deuterium      1H2    1                       16  
helium           He    2                 68.000
carbon           C     6                      420
nitrogen        N      7                        90
oxygen         O      8                      700
neon            Ne    10                     100
sodium         Na    11                        2
magnesium  Mg   12                       40
aluminium    Al     13                        3
silicium        Si     14                       38                            
sulfur            S     16                       20
calcium        Ca    20                        2
iron              Fe    26                       34
nickel           Ni    28                         2

hydrogen is by far the most 
abundant element (more than 
90% in number). 

Taurus

interstellar medium (ISM) 



Because hydrogen is the dominating element, the classification scheme is based 
on its chemical state:

ionized atomic hydrogeN HII (H+)
neutraler atomic hydrogen  HI (H)
molecular hydrogen               H2 

different regions consist of almost 100% of the appropriate phase, the transition 
regions between HII, H and H2 are very thin. 

star formation always takes place in dense and cold molecular clouds.

dissociation
ionization

Proton

Elektron

phases of the ISM



Because hydrogen is the dominating element, the classification scheme is based 
on its chemical state:

ionized atomic hydrogeN HII (H+)
neutraler atomic hydrogen  HI (H)
molecular hydrogen               H2 

different regions consist of almost 100% of the appropriate phase, the transition 
regions between HII, H and H2 are very thin. 

star formation always takes place in dense and cold molecular clouds.

dissociation
ionization

NGC 3324, Hubble Heritage Site 

phases of the ISM



phases of the ISM

HII HI H2

A V

AV denotes the extinction, the attenuation of radiation due to 
absorption (mostly on dust grains)density / column density increases



multi-phase ISM



life cycle of the ISM



Ralf Klessen: ISM lecture 25.09.2000
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dust in absorption



dust in emission



dust in emission



interstellar dust
• large variations in size and composition: from a few dozens of molecules (PAHs) to little kernels of a few 

micrometer diameter

• typically complex, fractal structure with large surface compared to the volume (ßen Oberfläche im Vergleich 
zum Volumen 

• dust is important catalyst for chemical reactions in the ISM 
(example: formation of H2 on surface of dust grains) 

Quelle: Brownlee & Jessberger (in Jessberger et al, 2001, in Interstellar Dust), 
im Netz: Wikipedia 

Quelle: E. L. Wright (UCLA), im Netz: Wikepedia

PAH: Polyaromatische Hydrokarbonate
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• dust and gas are well mixed (dust to gas ratio ~ 1% by mass)

• dust absorbs short-wavelength light and re-emits the energy as thermal spectrum at IR frequencies

• extinction depends on wavelength 

• relation between extincion AV and reddening EB-V:   AV = RV EB-V (B=blue, V=visible)
mit Aλ = 2.5 log10 (Fλ,0/Fλ) und EB-V = AB - AV = (B-V)-(B-V)0 und RV = 3.1 

• on average AV=0.3 mag/kpc (much higher in dark clouds: Av up to several 102)

Abbildungen 21.1 aus Draine (2011)
CMB: Planck

interstellar dust



COBE Dirby results: Galactic foreground
DIRBE: Diffuse Infrared Background Experiment



COBE Dirby results: Galactic foreground
DIRBE: Diffuse Infrared Background Experiment

Rekonstruktion der Säulendichte



(Lada et al. 2003)
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• dust leads to polarization of star light

• polarization degrees up to 5%

• reason: elongated dust particles aligned with B-field (typically semi-
minor axis parallel to field line) and rotate around field lines 

• important information about Galactic B-fields

Abbildungen 21.3 aus Draine (2011)

dust and magnetic fields
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dust and magnetic fields

dust polarization maps of nearby molecular cloud cores
(Quelle: Max Planck Institut für Radioastronomie, Bonn)

OMC-1OMC-3



cosmic rays



cosmic rays
• cosmic rays are highly relativistic particles 
• mostly proton, also electrons
• sources: hot stars, supernova remnants, quasars
• additional acceleration in expanding supernova shells 

(multiple “scattering” on magnetic field lines, 
Fermi effect)

• energy range E = 108 - 1020 eV
• move along magnetic field lines  

(also some  diffusion ⊥ to B) with 
gyro radius

• up to 1016 eV confined to Milky Way
• lifetime ~ 2 Myr

Abbildung: Hillas (2006, arXiv:astro-ph/0607109)



Gaisser, T. (1990, COSMIC RAY AND PARTICLE PHYSICS 
(CAMBRIDGE UNIV. PRESS 1990)

E2 > E1

cosmic rays
• cosmic rays are highly relativistic particles 
• mostly proton, also electrons
• sources: hot stars, supernova remnants, quasars
• additional acceleration in expanding supernova shells 

(multiple “scattering” on magnetic field lines, 
Fermi effect)

• Fermi mechanism: acceleration of charged particles in 
magnetized shocks 

• particles can be reflected in inhomogeneities of the magnetic 
field and gain energy



cosmic rays
• detection via particle shower experiments on Earth

Roland Kotte, Forschungszentrum RossendorfH.E.S.S. Teleskope in Namibia (PI: W. Hofmann, MPI-K)



ionized gas



Trifid Nebel: MPG/ESO 2.2 Teleskop La Silla



Carina with HST



Orion Nebula Cluster (ESO, VLT, M. McCaughrean) 



Rs

photoionized gas 1
We consider gas that becomes ionized by UV radiation above hν > 13.6 eV. 
• example: 32% of the photons coming from a O8 star with T~35.000 K are about the ionization energy of H.

Strömgren sphere:
• high-mass star embedded in homogeneous gas cloud
• rate Q0 of UV photons = number of photons with hν > 13.6 eV per second
• in equilibrium: number of recombinations = number of ionization events in considered volume

H+ + e� ! H + h⌫ = H + h⌫ ! H+ + e�



Strömgren sphere:
• high-mass star embedded in homogeneous gas cloud
• rate Q0 of UV photons = number of photons with hν > 13.6 eV per second
• in equilibrium: number of recombinations = number of ionization events in considered volume

• with recombination rate α we get the number of recombination events as 

• thus:

• the star ionizes a sphere with radius

• the transition between ionized and neutral material is extremely sharp (the mean free path of
photons is much smaller than radius of Strömgren sphere) 

H+ + e� ! H + h⌫ = H + h⌫ ! H+ + e�

4⇡

3
R3

S ↵ nH+ne�

Q0 =
4⇡

3
R3

S ↵ nH+ne�

RS =
✓

3Q0

4⇡ ↵ nH+ne�

◆1/3

photoionized gas 2
We consider gas that becomes ionized by UV radiation above hν > 13.6 eV. 
• example: 32% of the photons coming from a O8 star with T~35.000 K are about the ionization energy of H.



How long does it take to ionize the Strömgren Volume?
• we know rate Q0 and number of H atoms  

therefore 

• if we “switch off” the star, we get the same

• the temperature of the ionized gas is very high, about 104 K. the pressure within the Strömgren sphere 
therefore is much larger than the on in the surrounding atomic ISM. the sphere begins to expand. what are the 
timescales for this? 

• to estimate this time, let us compute the sound crossing time:

speed of sound :                                                                 at 104 K

thus:                                         with typical values of ~105 years

• that means, the Strömgren sphare is “instantaneously” ionized and then begins to expand on timescales of a 
few 105 years                        

⌧
ion

=
(4⇡/3)R3

S

nH

Q
0

=
1

↵nH
⇡ 103 Jahre

nH/100cm�3

⌧rec =
1

↵nH
⇡ 103 Jahre

nH/100cm�3

cs = (2kT/mH)1/2 ⇡ 12.8 km/s

⌧
dyn

=
R

S

c
s

⌧ ⌧
ion

photoionized gas 3
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atomic gas
atomic hydrogen HI
• most important observations: 21 cm line (1420 MHz, 6x10-6 eV)
• hyperfine structure transition

parallel spins                             antiparallel spins
(higher energy)                          (lower energy)

p                  e- p                  e-

typical timescales
- collisional excitation (tc ~ 500 yr)
- radiative de-exitation (tr ~ 1x107 yr)

optically thin, works well to study Galactic structure  

well described by 2-level model

Abbildungen 8.1 aus Draine (2011)

21 cm Survey of Milky Way 
(Leiden/Dwingeloo Survey)



Source: P. Kalberla et al. (Leiden/Argentine/Bonn (LAB) HI Survey)

HI sky

P.M.W. Kalberla et al.: The LAB Survey of Galactic HI 7

case of the LDS. Profi les within the overlap region at −27◦ < δ < −25◦ 1 were averaged with equal weight, leading approximately
to a resolution of 37.′5. Please note that the data are not Nyquist sampled, the effective resolution depends therefore also on the
observed grid.

A visual inspection of such a FITS cube shows some annoying flicker when running video loops. A DC offset in the
Dwingeloo correlator causes a correlated channel-to-channel noise. An easy cure for such a defect is to apply a Hanning smooth-
ing to the whole database. We provide such a smoothed database, with an effective velocity resolution of the FITS maps in this
case being 1.9 km s−1. For quality control of the database concerning stray radiation we provide, in addition, a survey version
which includes this antenna response. The FITS cubes containing the LAB Survey data are available at the CDS. (**********
give link to catalog VIII/76 here ************).

The CDS site also gives a table of H  column densities, calculated under the common assumption of negligible optical depth
and recorded on the half-degree lattice points of the LAB Survey for several different characteristic velocity intervals in the range
−25 < v < +25 km s−1 to −400 < v < +400 km s−1.

5. Sample maps displaying the LAB Survey

We give in Figures 1 and 2 sample channel maps which illustrate the refi nements to the LDS in its second edition, and which
illustrate the sensitivity of the LAB Survey compared to that of the Bell Labs Survey.

Fig. 3. H  emission integrated over the velocity range −400 < v < +400 km s−1 in the LAB dataset, shown in an Aitoff projection. The Galactic
center is in the middle. The integrated emission (0 < NH < 2 1022 cm−2, logarithmic scale) yields column densities under the assumption of
optical transparency; this assumption may be violated at latitudes within about 10◦ of the Galactic equator.

We give in Figures 3, 4, and 5 sample maps, in Aitoff projection, showing the integrated H  emission over three representative
velocity ranges. Figure 3 shows the total H  column density, integrated over the velocity range −400 kms−1 to +400 km s−1.
Figures 4 and 5 show the integrated emission over two velocity ranges (−400 < v < −100 km s−1 and +100 < v < +400 km s−1,
respectively) which represent H  gas mostly removed, kinematically as well as spatially, from the conventional Galactic gaseous
disk. The maps illustrate, schematically, that the combined surveys merge smoothly, and that the all-sky coverage afforded by the
LAB Survey is important for study of many extended features.

Figure 1 shows the channel maps at v = −35 km s−1; Figure 2 shows the channel maps at v = +35 km s−1. The top panel of
both of these fi gures shows a channel map from the Bell Labs Survey, derived from the spectra published by Stark et al. (1992,
Appendix A). For the regridding we applied a Gaussian smoothing function of 2◦ since we wanted to avoid the heavy smoothing
as applied by Stark et al. (1992, Appendix B) to their published maps. No attempt was made to clean these data for sidelobe
effects, such as visible at l = 36.◦5, b = −21◦, for example, and elsewhere. The middle panel of both fi gures shows a channel
map based on the LDS data as published by Hartmann & Burton (1997). The bottom panel shows a channel map from the LAB
Survey, made using the Hanning-smoothed data cube.

1 LDS spectra for δ <∼ −27◦ were in general observed at very low elevations. Such profiles are significantly affected by ground radiation. To
avoid a degradation of the fits database by baseline defects we excluded such data.



Source: Max-Planck-Institut für Radioastronomie 
P. Reich et al. 2001, A&A 376, 861

radio sky in 21cm wave

Corrected for HI emission in Galactic disk



Parallele Spins                             Antiparallel Spins
(höhere Energie)                          (geringere Energie)

p                  e- p                  e-

Typische Zeitskalen: 
- Anregung durch Kollisionen (tc ~ 500 Jahre)
- Abregung durch Strahlung (tr ~ 1x107 Jahre)

Optische dünne Strahlung

Source: National Radio Astronomy Observatory (NRAO)



molecular clouds



molecular clouds

transitions in diatomic molecules
• rotational transitions (needs dipole moment, otherwise “forbidden” quadrupole transition)

energy: ~10-3 eV
• vibriational transitions, energy: ~10-1 - 10-2 eV
• electronic transitions, energy: ~1 eV

lowes rotational and vibrational transitions
                   J = 1 – 0                                                  n = 1 - 0
                  Frequenz        Wellenlänge    T               Frequenz        Wellenlänge    T
H2              3,87 THz           77 µm        185 K         131 THz            2,28 µm       6300 K
12CO          115 GHz           2,6 mm       5,5 K          64  THz            4,63 µm       3100 K

usually only lowest transitions are excited in the ISM



because of

and                      we get
for the transition energy:

where I is the moment of inertia

molecular clouds

�l = ±1

Aus: Ryder: Quantenphysik und statistische Physik

Er =
~2

2I
`(` + 1)

�E`+1!` =
~2

I
`

lowes rotational and vibrational transitions
                   J = 1 – 0                                                  n = 1 - 0
                  Frequenz        Wellenlänge    T               Frequenz        Wellenlänge    T
H2              3,87 THz           77 µm        185 K         131 THz            2,28 µm       6300 K
12CO          115 GHz           2,6 mm       5,5 K          64  THz            4,63 µm       3100 K

usually only lowest transitions are excited in the ISM



2.1 Spectroscopy 39

Table 2.4 Characteristics of molecular cooling lines

Species Transition !ul"GHz# Eu"K# Aul (s−1# ncr (cm−3)

CO 1–0 115$3 5$5 7$2×10−8 1$1×103

2–1 230$8 16$6 6$9×10−7 6$7×103

3–2 346$0 33$2 2$5×10−6 2$1×104

4–3 461$5 55$4 6$1×10−6 4$4×104

5–4 576$9 83$0 1$2×10−5 7$8×104

6–5 691$2 116$3 2$1×10−5 1$3×105

7–6 806$5 155$0 3$4×10−5 2$0×105

CS 1–0 49$0 2$4 1$8×10−6 4$6×104

2–1 98$0 7$1 1$7×10−5 3$0×105

3–2 147$0 14$0 6$6×10−5 1$3×106

5–4 244$9 35$0 3$1×10−4 8$8×106

7–6 342$9 66$0 1$0×10−3 2$8×107

10–9 489$8 129$0 2$6×10−3 1$2×108

HCO+ 1–0 89$2 4$3 3$0×10−5 1$7×105

3–2 267$6 26$0 1$0×10−3 4$2×106

4–3 356$7 43$0 2$5×10−3 9$7×106

HCN 1–0 88$6 4$3 2$4×10−5 2$6×106

3–2 265$9 26$0 8$4×10−4 7$8×107

4–3 354$5 43$0 2$1×10−3 1$5×108

H2CO 212–111 140$8 6$8 5$4×10−5 1$1×106

313–212 211$2 17 2$3×10−4 5$6×106

414–313 281$5 30 6$0×10−4 9$7×106

515–414 351$8 47 1$2×10−3 2$6×107

NH3 (1,1) inversion 23$7 1$1 1$7×10−7 1$8×103

(2,2) inversion 23$7 42 2$3×10−7 2$1×103

H2 2–0 1$06×104 a 510 2$9×10−11 10
3–1 1$76×104 b 1015 4$8×10−10 300

a %= 28$2&m.
b %= 17$0&m.

(in cm−1). Radiative rotational transitions are allowed for 'J =±1, corresponding
to

E"J +1#−E"J#= 2hcB "J +1#( (2.6)

for a rigid rotor and the spectrum consists of a set of evenly spaced lines in
frequency space. Centrifugal distortion will destroy this constant separation. The
separation of the lines will now increase in half of the spectrum and decrease
in the other half. Table 2.4 summarizes the characteristics of rotational transi-
tions of diatomic molecules. Molecules consisting of heavy atoms have rotational
constants corresponding to #3K and the J = 1 → 0 transition falls at a few
millimeters. Because of the lower mass, the rotational energy levels of hydrides

A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)



interstellar
molecules
so far more than 100 
interstellar molecules 
identified

more
http://en.wikipedia.org/wiki/List_of_interstellar_and_circumstellar_molecules



Molecular Gas

CO as tracer of molecular H2
(analysis of density and velocity structure)
 

Observations in mm and sub-mm 

Chart of CO spectra at different locations in a MC. With this type of survey one obtains position-position-velocity  cubes (i.e. surface density at different velocity 
bands). Velocity information allows for separation of different clouds or cloud components (which are thought to have different relative velocities. BUT: problems 
with deprojection (i.e. solutions are not unique and interpretation often misled)

Surface density maps of emision from Orion A (in 13CO) at different velocities 
(velocity bandwidth is 1 km/s). The size of the region is ~2o x 5o. 

ESO Swedish European 
Sub-mm Telescope SEST

Adopted from B. Stecklum: Physik der Sternentstehung 

what information do we get?



Molecular Gas

Global properties of molecular clouds 

      Temperature         Density                    Radius                Mass                            velocity gradient         Erot/Epot

diffuse molecular clouds T = 40 ... 80 K       n = 100 cm-3

(10 ... 50% of total H2 mass)
                                                                                                           

Dark clouds/globules T = 20 ... 40 K      n = 103 ... 104 cm-3        R = 0,1 ... 5 pc       1 ... 10 M¤  0,5 ... 4 km/s/pc        10-3... 0.3
 
Giant molecular clouds         T = 10 ... 50 K      n = 104 ... 106 cm-3        R = 10 ... 100 pc    103 ... 106 M¤  0,1 ... 0,2 km/s/pc     10-4... 0.1

Hot cores in MCs   T = 100 ... 300 K  n > 107 cm-3                       R < 0,1 pc              10 ... 100 M¤ 

Giant molecular clouds are strongly concentrated in the galactic plane and towards the center of the Galaxy (similar holds for external galaxies)

CO Survey of Milky Way
(Dame et al. 2001)

Phases of interstellar matter
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Orion in radio 
wavelengths 



fff

We see

• stars (in optical 
   light)

• atomic 
  hydrogen 
  (in Hα -- red)

• molecular
  hydrogen H2 
  (radio -- color coded)



molecular clouds

high-density regions in the ISM

consist mostly of H2

cold

extremely complex velocity and density structure 
(turbulence, fractal dimension?)

all stars form in molecular clouds (cause or tracer?)

mass spectrum dN/dM ~ M-2



turbulence 
statistics

Hokusai: In the wake of the great wave of Tanakawa
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mm peak (Enoch et al. 2006)

sub-mm peak (Hatchell
et al. 2005, Kirk et al. 2006)

13CO (Ridge et al. 2006)

mid-IR IRAC composite 
from c2d data (Foster, 
Laakso, Ridge, et al. in prep.)

Optical image (Barnard 1927)

Perseus
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3D Viz made with VolView

Perseus



Properties of turbulence

• laminar flows turn turbulent at high Reynolds numbers 
 

                                  

V= typical velocity on scale L,  ν = η/ρ = kinematic viscosity,    
turbulence for Re > 1000

• Navier-Stokes equation (transport of momentum)

Re =

advection

dissipation

=

V L

⌫

CHAPTER 2. HYDRODYNAMICS 28

• putting all together, the momentum equation for ideal
gases in the absence of external forces, (2.24) or (2.20), but
with corrections from velocity gradients in non-equilibrium
systems to the stress-energy tensor (2.31), reads

@(⇢vi)
@t
+
@Ti j

@x j
=
@(⇢vi)
@t
+
@

@x j

⇣

⇢viv j + P�i j � �i j

⌘

= 0 , (2.32)

or
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+
@(⇢viv j)
@x j

+
@P
@xi
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+
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@x j
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@xi
� 2

3
@

@xi

@vk
@xk

!

+ ⇣
@

@xi

@vk
@xk

; (2.33)

• the right-rand side of this equation can be simplified to

⌘
@2vi
@x2

j
+ ⌘
@

@xi

@v j

@x j
� 2⌘

3
@

@xi

@vk
@xk
+ ⇣
@

@xi

@vk
@xk

= ⌘~r2vi +
✓⌘

3
+ ⇣

◆ @(~r ·~v)
@xi

; (2.34)

• the left-hand side of (2.33) can be rewritten using the conti-
nuity equation (2.3),

⇢
@~v

@t
+~v
@⇢

@t
+~v · (~v · ~r)⇢ + ⇢(~v · ~r)~v + ⇢~v · (~r ·~v) =

= ⇢
@~v

@t
+~v

 

@⇢

@t
+ (~v · ~r)⇢ + ⇢~r ·~v

!

+ ⇢(~v · ~r)~v =

= ⇢
d~v
dt

; (2.35)

• we have now derived the transport equation for momen- see also Landau & Lifschitz, Vol.
6 “Hydrodynamics” §15tum in hydrodynamics, the Navier-Stokes equation:

⇢
d~v
dt
= ⇢

 

@~v

@t
+ (~v · ~r)~v

!

= �~rP + ⌘ ~r2~v +
✓⌘

3
+ ⇣

◆

~r(~r ·~v) ;

(2.36)

as expected, this simplifies to the Euler equation (2.24),

⇢
d~v
dt
= �~rP

for inviscid fluids, i.e. for ⌘ = ⇣ = 0;

 shear viscosity bulk viscosity 
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• we now examine how the symmetric and the antisymmet- the Levi-Civita tensor ✏i jk is the
totally skew-symmetric tensor
of rank 3; its values are

✏i jk =

8

>

>

>

<

>

>

>

:

1 even permutations of 123
�1 odd permutations of 123

0 some indices are equal

recall also that
@xl

@x j
= �l j

ric parts behave if the velocity field is caused by rigid rota-
tion,

~v = ~! ⇥ ~x , vi = ✏i jk! jxk , (2.26)

we see that the antisymmetric part turns into
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= �✏i jk!k , 0 , (2.27)

while the symmetric part vanishes; our tensor �i j there-
more must be symmetric;

• we go one step further and we split the tensor �i j into a
contribution from shear flows (with vanishing trace) which
deform the medium and a contribution from compression
(with vanishing off-diagonal elements);

• the trace of 1/2(@vi/@x j +@v j/@xi) simply is the divergence of
~v:

tr
1
2

 

@vi
@x j
+
@v j

@xi

!

=
@vi
@xi
= ~r ·~v ; (2.28)

and we can construct the trace-free residual, the shear ten-
sor, as
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3
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(2.29)

• putting it all together, we obtain the most general form of
the viscous stress tensor,

�i j ⌘ ⌘
 

@vi
@x j
+
@v j

@xi
� 2

3
�i j
@vk
@xk

!

+ ⇣�i j
@vk
@xk
, (2.30)

where the coefficients ⌘ and ⇣ determine the relative impor-
tance of shear and compression to the viscous stresses in
the fluids; consequently, ⌘ is called shear viscosity coeffi-
cient (sometimes second viscosity) and ⇣ bulk viscosity co-
efficient; both are characteristics of the material under con-
sideration and can be determined experimentally;

• the corresponding the stress-energy tensor with contribu-
tions from velocity gradients is then

Ti j = ⇢viv j + P�i j � �i j , (2.31)

where the minus sign is conventional;

viscous stress tensor   



Properties of turbulence

• laminar flows turn turbulent at high Reynolds numbers 
 

                                  

V= typical velocity on scale L,  ν = η/ρ = kinematic viscosity,    
turbulence for Re > 1000

• vortex streching --> turbulence is intrinsically anisotropic 
(only on large scales you may get 
homogeneity & isotropy in a statistical sense; 
see Landau & Lifschitz, Chandrasekhar, Taylor, etc.)

 
(ISM turbulence: shocks & B-field 
cause additional inhomogeneity)

Re =

advection

dissipation

=

V L

⌫



classical picture of vortex formation

Vortices are streched and folded in three dimensions
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 molecular clouds 

σrms  ≈ several km/s
Mrms > 10
    L  > 10 pc

turbulent cascade in ISM
lo

g 
E

log kL-1 ηK
-1

energy source & scale 
NOT known
(supernovae, winds, 
spiral density waves?)

dissipation scale not known 
(ambipolar diffusion,  
molecular diffusion?)

supersonic

subsonic

so
ni

c 
sc

al
e

 massive cloud cores 

σrms  ≈ few km/s        
Mrms ≈ 5
      L ≈ 1 pc 

dense 
protostellar 
cores 

σrms << 1 km/s         
Mrms ≤ 1   
     L ≈ 0.1 pc 



statistical characteristics of turbulence
• two point statistics

• power spectrum of velocity (in Fourier space)
• structure function of velocity (note: compare v, ρ1/2v, ρ1/3v at two different locations) 
• PCA: principle component analysis (e.g. Heyer & Schloerb 1997, Heyer et al. 2006, Roman-Duval et al. 2011)

• CVI: centroid velocity increment (e.g. Lis et al. 1996, Klessen 2000, Hily-Blant et al. 2008, Federrath et al. 2010) 
• Δ variance: wavelet analysis of density  (e.g. Stutzki et al. 1998, Bensch et al. 2001, Ossenkopf et al. 2008)

• one point statistics
• probability distribution function (PDF) of density
• observations: only column density PDF
• probability distribution function (PDF) of velocity



power spectrum 1
• power spectrum measures the fluctuation strength on different scales

• example: power spectrum of the specific kinetic energy density u2/2

• in inertial range: power-law behavior

rarefactions that are seen as large oscillations in the low-density
wing of the PDF and also in the density power spectrum. Inter-
mittency is apparently very strong in supersonic turbulence.

3.3. Velocity Power Spectra, Bottleneck Phenomenon,
Numerical Dissipation, and Convergence

We define the velocity power spectrum E(k) (or the specific
kinetic energy spectral density) in terms of the Fourier trans-
form of the velocity u,

ũ(k) ¼ 1

(2!)3

Z

V
u(x)e"2!ik = x dx; ð16Þ

as the square of the Fourier coefficient

E(k) % 1

2
ũ(k)j j2; ð17Þ

and then we define the three-dimensional velocity power spec-
trum as

E(k) %
Z

Ṽ
E(k)"(jkj" k)dk; ð18Þ

where "(k) is the Dirac "-function. The integration of the velocity
power spectrum gives the specific kinetic energy (cf. eq. [3]),

E %
Z

E(k)dk ¼ 1

2
u2
! "

: ð19Þ

Our main focus in this section is on the self-similar scaling of
the power spectrum in the inertial range

E(k) & k"# ð20Þ

that is limited by the kinetic energy input from the random force
on large scales (k /kmin < 2) and by the spectrum flattening in

the near-dissipation part of the inertial range due to the so-called
bottleneck effect related to a three-dimensional nonlocal mech-
anism of energy transfer between modes of differing length scales
(Falkovich 1994).
The bottleneck phenomenon has been observed both exper-

imentally and in numerical simulations (e.g., Porter et al. 1994;
Kaneda et al. 2003; Dobler et al. 2003; Haugen & Brandenburg
2004). The strength of the bottleneck depends on the way
the dissipation scales with the wavenumber, and the effect is
more pronounced when the dissipation grows faster than &k 2

(Falkovich 1994). When we numerically integrate the Euler
equations using PPM, the dissipation is solely determined by
the method and affects scales smaller than 32! (Porter &
Woodward 1994). According to Porter et al. (1992a), the effec-
tive numerical viscosity of PPM has a wavenumber depen-
dency intermediate between&k 4 and&k 5. The high-order basic
reconstruction scheme of PPM is designed to improve resolution
in shocks and contact discontinuities, and therefore, numerical
diffusion is controlled by various switches and is nonuniform in
space.
An addition of small diffusive flux near shocks5 changes the

scaling properties of numerical dissipation and reduces the flat-
tening of the spectrum due to the bottleneck phenomenon. When
the grid is not large enough to resolve the basic flow, the bottle-
neck bump in the spectrum is smeared and can be easily mis-
interpreted as a shallower spectrum. Figure 5 shows how the slope
of the ‘‘flat’’ section in the velocity power spectrum at 5123 de-
pends on the value of the diffusion coefficientK. The inertial range
is unresolved in all three cases shown. The measured slope #(K)
changes from 1:91 ' 0:01 to 1:80 ' 0:01 as the diffusion coef-
ficient decreases from 0.2 to zero and the bottleneck bump gets
stronger. While the statistical uncertainty of estimated power
indices based on the fitting procedure is rather small, the vari-
ation of # as a function of the diffusion coefficient is substantial
and accounts for &33% of the difference between Burgers and

5 This is controlled by the parameter K in eq. (4.5) in Colella & Woodward
(1984) .

Fig. 5.—Time-averaged velocity power spectra as a function of PPM diffusion
coefficientK ¼ 0:0, 0.1, and 0.2 at resolution of 5123 grid points. The straight lines
show the best linear fits to the spectra obtained for log k /kmin2 ½0:6; 1:3). The iner-
tial range is barely resolved, since the driving scale overlaps with the bottleneck-
contaminated interval. The slope of the ‘‘flat’’ part of the spectrum is mainly
controlled by numerical diffusion. [See the electronic edition of the Journal for
a color version of this figure.]

Fig. 6.—Compensated velocity power spectra from uniform grid PPM sim-
ulations at resolutions 2563, 5123, 10243, and from AMR simulation with ef-
fective resolution of 20483 grid points. The wavenumbers are normalized to
match k /kmin of the 1024

3 simulations at the Nyquist frequency. The diffusion
coefficient K ¼ 0 for the uniform grid simulations, and K ¼ 0:1 for the AMR
simulation. All power spectra are time-averaged over t2 ½6; 10)td with the excep-
tion of the AMR one that is taken at t ¼ 7:2td . The spectra demonstrate conver-
gence for the inertial range of scales. [See the electronic edition of the Journal for
a color version of this figure.]
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velocity in wave number space

rarefactions that are seen as large oscillations in the low-density
wing of the PDF and also in the density power spectrum. Inter-
mittency is apparently very strong in supersonic turbulence.

3.3. Velocity Power Spectra, Bottleneck Phenomenon,
Numerical Dissipation, and Convergence

We define the velocity power spectrum E(k) (or the specific
kinetic energy spectral density) in terms of the Fourier trans-
form of the velocity u,

ũ(k) ¼ 1

(2!)3

Z

V
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and then we define the three-dimensional velocity power spec-
trum as
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Ṽ
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where "(k) is the Dirac "-function. The integration of the velocity
power spectrum gives the specific kinetic energy (cf. eq. [3]),
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E(k)dk ¼ 1

2
u2
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: ð19Þ

Our main focus in this section is on the self-similar scaling of
the power spectrum in the inertial range

E(k) & k"# ð20Þ

that is limited by the kinetic energy input from the random force
on large scales (k /kmin < 2) and by the spectrum flattening in

the near-dissipation part of the inertial range due to the so-called
bottleneck effect related to a three-dimensional nonlocal mech-
anism of energy transfer between modes of differing length scales
(Falkovich 1994).
The bottleneck phenomenon has been observed both exper-

imentally and in numerical simulations (e.g., Porter et al. 1994;
Kaneda et al. 2003; Dobler et al. 2003; Haugen & Brandenburg
2004). The strength of the bottleneck depends on the way
the dissipation scales with the wavenumber, and the effect is
more pronounced when the dissipation grows faster than &k 2

(Falkovich 1994). When we numerically integrate the Euler
equations using PPM, the dissipation is solely determined by
the method and affects scales smaller than 32! (Porter &
Woodward 1994). According to Porter et al. (1992a), the effec-
tive numerical viscosity of PPM has a wavenumber depen-
dency intermediate between&k 4 and&k 5. The high-order basic
reconstruction scheme of PPM is designed to improve resolution
in shocks and contact discontinuities, and therefore, numerical
diffusion is controlled by various switches and is nonuniform in
space.
An addition of small diffusive flux near shocks5 changes the

scaling properties of numerical dissipation and reduces the flat-
tening of the spectrum due to the bottleneck phenomenon. When
the grid is not large enough to resolve the basic flow, the bottle-
neck bump in the spectrum is smeared and can be easily mis-
interpreted as a shallower spectrum. Figure 5 shows how the slope
of the ‘‘flat’’ section in the velocity power spectrum at 5123 de-
pends on the value of the diffusion coefficientK. The inertial range
is unresolved in all three cases shown. The measured slope #(K)
changes from 1:91 ' 0:01 to 1:80 ' 0:01 as the diffusion coef-
ficient decreases from 0.2 to zero and the bottleneck bump gets
stronger. While the statistical uncertainty of estimated power
indices based on the fitting procedure is rather small, the vari-
ation of # as a function of the diffusion coefficient is substantial
and accounts for &33% of the difference between Burgers and

5 This is controlled by the parameter K in eq. (4.5) in Colella & Woodward
(1984) .

Fig. 5.—Time-averaged velocity power spectra as a function of PPM diffusion
coefficientK ¼ 0:0, 0.1, and 0.2 at resolution of 5123 grid points. The straight lines
show the best linear fits to the spectra obtained for log k /kmin2 ½0:6; 1:3). The iner-
tial range is barely resolved, since the driving scale overlaps with the bottleneck-
contaminated interval. The slope of the ‘‘flat’’ part of the spectrum is mainly
controlled by numerical diffusion. [See the electronic edition of the Journal for
a color version of this figure.]

Fig. 6.—Compensated velocity power spectra from uniform grid PPM sim-
ulations at resolutions 2563, 5123, 10243, and from AMR simulation with ef-
fective resolution of 20483 grid points. The wavenumbers are normalized to
match k /kmin of the 1024

3 simulations at the Nyquist frequency. The diffusion
coefficient K ¼ 0 for the uniform grid simulations, and K ¼ 0:1 for the AMR
simulation. All power spectra are time-averaged over t2 ½6; 10)td with the excep-
tion of the AMR one that is taken at t ¼ 7:2td . The spectra demonstrate conver-
gence for the inertial range of scales. [See the electronic edition of the Journal for
a color version of this figure.]
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specific kinetic energy in Fourier space 

rarefactions that are seen as large oscillations in the low-density
wing of the PDF and also in the density power spectrum. Inter-
mittency is apparently very strong in supersonic turbulence.

3.3. Velocity Power Spectra, Bottleneck Phenomenon,
Numerical Dissipation, and Convergence

We define the velocity power spectrum E(k) (or the specific
kinetic energy spectral density) in terms of the Fourier trans-
form of the velocity u,

ũ(k) ¼ 1
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where "(k) is the Dirac "-function. The integration of the velocity
power spectrum gives the specific kinetic energy (cf. eq. [3]),
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(Falkovich 1994).
The bottleneck phenomenon has been observed both exper-
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Kaneda et al. 2003; Dobler et al. 2003; Haugen & Brandenburg
2004). The strength of the bottleneck depends on the way
the dissipation scales with the wavenumber, and the effect is
more pronounced when the dissipation grows faster than &k 2

(Falkovich 1994). When we numerically integrate the Euler
equations using PPM, the dissipation is solely determined by
the method and affects scales smaller than 32! (Porter &
Woodward 1994). According to Porter et al. (1992a), the effec-
tive numerical viscosity of PPM has a wavenumber depen-
dency intermediate between&k 4 and&k 5. The high-order basic
reconstruction scheme of PPM is designed to improve resolution
in shocks and contact discontinuities, and therefore, numerical
diffusion is controlled by various switches and is nonuniform in
space.
An addition of small diffusive flux near shocks5 changes the

scaling properties of numerical dissipation and reduces the flat-
tening of the spectrum due to the bottleneck phenomenon. When
the grid is not large enough to resolve the basic flow, the bottle-
neck bump in the spectrum is smeared and can be easily mis-
interpreted as a shallower spectrum. Figure 5 shows how the slope
of the ‘‘flat’’ section in the velocity power spectrum at 5123 de-
pends on the value of the diffusion coefficientK. The inertial range
is unresolved in all three cases shown. The measured slope #(K)
changes from 1:91 ' 0:01 to 1:80 ' 0:01 as the diffusion coef-
ficient decreases from 0.2 to zero and the bottleneck bump gets
stronger. While the statistical uncertainty of estimated power
indices based on the fitting procedure is rather small, the vari-
ation of # as a function of the diffusion coefficient is substantial
and accounts for &33% of the difference between Burgers and

5 This is controlled by the parameter K in eq. (4.5) in Colella & Woodward
(1984) .
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coefficientK ¼ 0:0, 0.1, and 0.2 at resolution of 5123 grid points. The straight lines
show the best linear fits to the spectra obtained for log k /kmin2 ½0:6; 1:3). The iner-
tial range is barely resolved, since the driving scale overlaps with the bottleneck-
contaminated interval. The slope of the ‘‘flat’’ part of the spectrum is mainly
controlled by numerical diffusion. [See the electronic edition of the Journal for
a color version of this figure.]

Fig. 6.—Compensated velocity power spectra from uniform grid PPM sim-
ulations at resolutions 2563, 5123, 10243, and from AMR simulation with ef-
fective resolution of 20483 grid points. The wavenumbers are normalized to
match k /kmin of the 1024

3 simulations at the Nyquist frequency. The diffusion
coefficient K ¼ 0 for the uniform grid simulations, and K ¼ 0:1 for the AMR
simulation. All power spectra are time-averaged over t2 ½6; 10)td with the excep-
tion of the AMR one that is taken at t ¼ 7:2td . The spectra demonstrate conver-
gence for the inertial range of scales. [See the electronic edition of the Journal for
a color version of this figure.]
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rarefactions that are seen as large oscillations in the low-density
wing of the PDF and also in the density power spectrum. Inter-
mittency is apparently very strong in supersonic turbulence.

3.3. Velocity Power Spectra, Bottleneck Phenomenon,
Numerical Dissipation, and Convergence

We define the velocity power spectrum E(k) (or the specific
kinetic energy spectral density) in terms of the Fourier trans-
form of the velocity u,

ũ(k) ¼ 1

(2!)3
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u(x)e"2!ik = x dx; ð16Þ

as the square of the Fourier coefficient

E(k) % 1
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and then we define the three-dimensional velocity power spec-
trum as

E(k) %
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where "(k) is the Dirac "-function. The integration of the velocity
power spectrum gives the specific kinetic energy (cf. eq. [3]),
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Our main focus in this section is on the self-similar scaling of
the power spectrum in the inertial range

E(k) & k"# ð20Þ

that is limited by the kinetic energy input from the random force
on large scales (k /kmin < 2) and by the spectrum flattening in

the near-dissipation part of the inertial range due to the so-called
bottleneck effect related to a three-dimensional nonlocal mech-
anism of energy transfer between modes of differing length scales
(Falkovich 1994).
The bottleneck phenomenon has been observed both exper-

imentally and in numerical simulations (e.g., Porter et al. 1994;
Kaneda et al. 2003; Dobler et al. 2003; Haugen & Brandenburg
2004). The strength of the bottleneck depends on the way
the dissipation scales with the wavenumber, and the effect is
more pronounced when the dissipation grows faster than &k 2

(Falkovich 1994). When we numerically integrate the Euler
equations using PPM, the dissipation is solely determined by
the method and affects scales smaller than 32! (Porter &
Woodward 1994). According to Porter et al. (1992a), the effec-
tive numerical viscosity of PPM has a wavenumber depen-
dency intermediate between&k 4 and&k 5. The high-order basic
reconstruction scheme of PPM is designed to improve resolution
in shocks and contact discontinuities, and therefore, numerical
diffusion is controlled by various switches and is nonuniform in
space.
An addition of small diffusive flux near shocks5 changes the

scaling properties of numerical dissipation and reduces the flat-
tening of the spectrum due to the bottleneck phenomenon. When
the grid is not large enough to resolve the basic flow, the bottle-
neck bump in the spectrum is smeared and can be easily mis-
interpreted as a shallower spectrum. Figure 5 shows how the slope
of the ‘‘flat’’ section in the velocity power spectrum at 5123 de-
pends on the value of the diffusion coefficientK. The inertial range
is unresolved in all three cases shown. The measured slope #(K)
changes from 1:91 ' 0:01 to 1:80 ' 0:01 as the diffusion coef-
ficient decreases from 0.2 to zero and the bottleneck bump gets
stronger. While the statistical uncertainty of estimated power
indices based on the fitting procedure is rather small, the vari-
ation of # as a function of the diffusion coefficient is substantial
and accounts for &33% of the difference between Burgers and

5 This is controlled by the parameter K in eq. (4.5) in Colella & Woodward
(1984) .

Fig. 5.—Time-averaged velocity power spectra as a function of PPM diffusion
coefficientK ¼ 0:0, 0.1, and 0.2 at resolution of 5123 grid points. The straight lines
show the best linear fits to the spectra obtained for log k /kmin2 ½0:6; 1:3). The iner-
tial range is barely resolved, since the driving scale overlaps with the bottleneck-
contaminated interval. The slope of the ‘‘flat’’ part of the spectrum is mainly
controlled by numerical diffusion. [See the electronic edition of the Journal for
a color version of this figure.]

Fig. 6.—Compensated velocity power spectra from uniform grid PPM sim-
ulations at resolutions 2563, 5123, 10243, and from AMR simulation with ef-
fective resolution of 20483 grid points. The wavenumbers are normalized to
match k /kmin of the 1024

3 simulations at the Nyquist frequency. The diffusion
coefficient K ¼ 0 for the uniform grid simulations, and K ¼ 0:1 for the AMR
simulation. All power spectra are time-averaged over t2 ½6; 10)td with the excep-
tion of the AMR one that is taken at t ¼ 7:2td . The spectra demonstrate conver-
gence for the inertial range of scales. [See the electronic edition of the Journal for
a color version of this figure.]
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• power-law behavior in inertial range as seen in numerical simulations

rarefactions that are seen as large oscillations in the low-density
wing of the PDF and also in the density power spectrum. Inter-
mittency is apparently very strong in supersonic turbulence.

3.3. Velocity Power Spectra, Bottleneck Phenomenon,
Numerical Dissipation, and Convergence

We define the velocity power spectrum E(k) (or the specific
kinetic energy spectral density) in terms of the Fourier trans-
form of the velocity u,

ũ(k) ¼ 1

(2!)3

Z

V
u(x)e"2!ik = x dx; ð16Þ

as the square of the Fourier coefficient

E(k) % 1

2
ũ(k)j j2; ð17Þ

and then we define the three-dimensional velocity power spec-
trum as

E(k) %
Z

Ṽ
E(k)"(jkj" k)dk; ð18Þ

where "(k) is the Dirac "-function. The integration of the velocity
power spectrum gives the specific kinetic energy (cf. eq. [3]),

E %
Z

E(k)dk ¼ 1

2
u2
! "

: ð19Þ

Our main focus in this section is on the self-similar scaling of
the power spectrum in the inertial range

E(k) & k"# ð20Þ

that is limited by the kinetic energy input from the random force
on large scales (k /kmin < 2) and by the spectrum flattening in

the near-dissipation part of the inertial range due to the so-called
bottleneck effect related to a three-dimensional nonlocal mech-
anism of energy transfer between modes of differing length scales
(Falkovich 1994).
The bottleneck phenomenon has been observed both exper-

imentally and in numerical simulations (e.g., Porter et al. 1994;
Kaneda et al. 2003; Dobler et al. 2003; Haugen & Brandenburg
2004). The strength of the bottleneck depends on the way
the dissipation scales with the wavenumber, and the effect is
more pronounced when the dissipation grows faster than &k 2

(Falkovich 1994). When we numerically integrate the Euler
equations using PPM, the dissipation is solely determined by
the method and affects scales smaller than 32! (Porter &
Woodward 1994). According to Porter et al. (1992a), the effec-
tive numerical viscosity of PPM has a wavenumber depen-
dency intermediate between&k 4 and&k 5. The high-order basic
reconstruction scheme of PPM is designed to improve resolution
in shocks and contact discontinuities, and therefore, numerical
diffusion is controlled by various switches and is nonuniform in
space.
An addition of small diffusive flux near shocks5 changes the

scaling properties of numerical dissipation and reduces the flat-
tening of the spectrum due to the bottleneck phenomenon. When
the grid is not large enough to resolve the basic flow, the bottle-
neck bump in the spectrum is smeared and can be easily mis-
interpreted as a shallower spectrum. Figure 5 shows how the slope
of the ‘‘flat’’ section in the velocity power spectrum at 5123 de-
pends on the value of the diffusion coefficientK. The inertial range
is unresolved in all three cases shown. The measured slope #(K)
changes from 1:91 ' 0:01 to 1:80 ' 0:01 as the diffusion coef-
ficient decreases from 0.2 to zero and the bottleneck bump gets
stronger. While the statistical uncertainty of estimated power
indices based on the fitting procedure is rather small, the vari-
ation of # as a function of the diffusion coefficient is substantial
and accounts for &33% of the difference between Burgers and

5 This is controlled by the parameter K in eq. (4.5) in Colella & Woodward
(1984) .

Fig. 5.—Time-averaged velocity power spectra as a function of PPM diffusion
coefficientK ¼ 0:0, 0.1, and 0.2 at resolution of 5123 grid points. The straight lines
show the best linear fits to the spectra obtained for log k /kmin2 ½0:6; 1:3). The iner-
tial range is barely resolved, since the driving scale overlaps with the bottleneck-
contaminated interval. The slope of the ‘‘flat’’ part of the spectrum is mainly
controlled by numerical diffusion. [See the electronic edition of the Journal for
a color version of this figure.]

Fig. 6.—Compensated velocity power spectra from uniform grid PPM sim-
ulations at resolutions 2563, 5123, 10243, and from AMR simulation with ef-
fective resolution of 20483 grid points. The wavenumbers are normalized to
match k /kmin of the 1024

3 simulations at the Nyquist frequency. The diffusion
coefficient K ¼ 0 for the uniform grid simulations, and K ¼ 0:1 for the AMR
simulation. All power spectra are time-averaged over t2 ½6; 10)td with the excep-
tion of the AMR one that is taken at t ¼ 7:2td . The spectra demonstrate conver-
gence for the inertial range of scales. [See the electronic edition of the Journal for
a color version of this figure.]
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Figure 2. Bottom: rms Mach numberM as a function of the dynamical time T for
2563, 5123, and 10243 numerical grid resolution. Top: Minimum and maximum
density as function of the dynamical time T. At ∼ 2 T , a statistically stationary
state was reached for both solenoidal (sol) and compressive (comp) forcing.
Consequently, we can use all the available 81 snapshots within 2 ! t/T ! 10
for averaging statistical measures (e.g., Fourier spectra, structure functions, ∆-
variance, fractal perimeter area, box counting, and mass size analysis) to improve
statistical significance and to compute corresponding 1σ temporal fluctuations.
Note that on average, the maximum density is almost ∼ 10 times larger for
compressive forcing compared to solenoidal forcing, although the rms Mach
number is roughly the same in both cases. The maximum density is subject to
strongly intermittent fluctuations (e.g., Kritsuk et al. 2007) for both solenoidal
and compressive forcing.
(A color version of this figure is available in the online journal.)
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respectively. Power-law fits in the inertial range 5 " k " 15 are shown as thin
solid lines. The velocity power spectra exhibit only marginal differences between
solenoidal and compressive forcing. The scaling of the density power spectra
on the other hand differs significantly comparing both forcings. Accordingly,
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fractal box coverage dimension Db ∼ 2.28 compared with Db ∼ 2.61 for
solenoidal forcing.
(A color version of this figure is available in the online journal.)
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(A color version of this figure is available in the online journal.)

set. The ∆-variance is defined as

σ 2
∆ (l) =

〈(
Φ(x) ∗

⊙
l
(x)

)2
〉

x

, (7)

where the average is computed over all valid data points at
positions x, and the operator ∗ stands for the convolution. The
data set can have arbitrary dimensionality. In the present study,
we apply the ∆-variance to both, two-dimensional (projections)
and three-dimensional data sets. We checked the influence of
varying the filter function from French-hat to Mexican-hat, as
well as varying the diameter ratio of the filter, which yielded
no significant differences. The choice of the filter function and
the best choice for its diameter ratio is discussed by Ossenkopf
et al. (2008). Here, we use the original French-hat filter with
a diameter ratio of 3.0 as it has been used before (e.g., Stutzki
et al. 1998; Mac Low & Ossenkopf 2000; Ossenkopf et al. 2001;
Ossenkopf & Mac Low 2002; Ossenkopf et al. 2006). Note that
originally, Stutzki et al. (1998) applied the ∆-variance to two-
dimensional integrated maps for comparison with observations.
Although we have access to the three-dimensional data from our
simulations, we nevertheless computed column density maps
and applied the ∆-variance to both the two-dimensional and
three-dimensional data to determine the effect of projection
for applying the ∆-variance. Prior to the three-dimensional
analysis, we resampled the density data cubes with 10243 grid
points to a resolution of 2563 due to performance issues of the
∆-variance, which is not (yet) a parallelized tool. The resampling
to lower resolution is not expected to cause deviations in the
inertial range scaling. As long as the simulation itself had
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• power-law behavior in inertial range as seen in numerical simulations

rarefactions that are seen as large oscillations in the low-density
wing of the PDF and also in the density power spectrum. Inter-
mittency is apparently very strong in supersonic turbulence.

3.3. Velocity Power Spectra, Bottleneck Phenomenon,
Numerical Dissipation, and Convergence

We define the velocity power spectrum E(k) (or the specific
kinetic energy spectral density) in terms of the Fourier trans-
form of the velocity u,

ũ(k) ¼ 1

(2!)3

Z

V
u(x)e"2!ik = x dx; ð16Þ

as the square of the Fourier coefficient

E(k) % 1

2
ũ(k)j j2; ð17Þ

and then we define the three-dimensional velocity power spec-
trum as

E(k) %
Z

Ṽ
E(k)"(jkj" k)dk; ð18Þ

where "(k) is the Dirac "-function. The integration of the velocity
power spectrum gives the specific kinetic energy (cf. eq. [3]),

E %
Z

E(k)dk ¼ 1

2
u2
! "

: ð19Þ

Our main focus in this section is on the self-similar scaling of
the power spectrum in the inertial range

E(k) & k"# ð20Þ

that is limited by the kinetic energy input from the random force
on large scales (k /kmin < 2) and by the spectrum flattening in

the near-dissipation part of the inertial range due to the so-called
bottleneck effect related to a three-dimensional nonlocal mech-
anism of energy transfer between modes of differing length scales
(Falkovich 1994).
The bottleneck phenomenon has been observed both exper-

imentally and in numerical simulations (e.g., Porter et al. 1994;
Kaneda et al. 2003; Dobler et al. 2003; Haugen & Brandenburg
2004). The strength of the bottleneck depends on the way
the dissipation scales with the wavenumber, and the effect is
more pronounced when the dissipation grows faster than &k 2

(Falkovich 1994). When we numerically integrate the Euler
equations using PPM, the dissipation is solely determined by
the method and affects scales smaller than 32! (Porter &
Woodward 1994). According to Porter et al. (1992a), the effec-
tive numerical viscosity of PPM has a wavenumber depen-
dency intermediate between&k 4 and&k 5. The high-order basic
reconstruction scheme of PPM is designed to improve resolution
in shocks and contact discontinuities, and therefore, numerical
diffusion is controlled by various switches and is nonuniform in
space.
An addition of small diffusive flux near shocks5 changes the

scaling properties of numerical dissipation and reduces the flat-
tening of the spectrum due to the bottleneck phenomenon. When
the grid is not large enough to resolve the basic flow, the bottle-
neck bump in the spectrum is smeared and can be easily mis-
interpreted as a shallower spectrum. Figure 5 shows how the slope
of the ‘‘flat’’ section in the velocity power spectrum at 5123 de-
pends on the value of the diffusion coefficientK. The inertial range
is unresolved in all three cases shown. The measured slope #(K)
changes from 1:91 ' 0:01 to 1:80 ' 0:01 as the diffusion coef-
ficient decreases from 0.2 to zero and the bottleneck bump gets
stronger. While the statistical uncertainty of estimated power
indices based on the fitting procedure is rather small, the vari-
ation of # as a function of the diffusion coefficient is substantial
and accounts for &33% of the difference between Burgers and

5 This is controlled by the parameter K in eq. (4.5) in Colella & Woodward
(1984) .

Fig. 5.—Time-averaged velocity power spectra as a function of PPM diffusion
coefficientK ¼ 0:0, 0.1, and 0.2 at resolution of 5123 grid points. The straight lines
show the best linear fits to the spectra obtained for log k /kmin2 ½0:6; 1:3). The iner-
tial range is barely resolved, since the driving scale overlaps with the bottleneck-
contaminated interval. The slope of the ‘‘flat’’ part of the spectrum is mainly
controlled by numerical diffusion. [See the electronic edition of the Journal for
a color version of this figure.]

Fig. 6.—Compensated velocity power spectra from uniform grid PPM sim-
ulations at resolutions 2563, 5123, 10243, and from AMR simulation with ef-
fective resolution of 20483 grid points. The wavenumbers are normalized to
match k /kmin of the 1024

3 simulations at the Nyquist frequency. The diffusion
coefficient K ¼ 0 for the uniform grid simulations, and K ¼ 0:1 for the AMR
simulation. All power spectra are time-averaged over t2 ½6; 10)td with the excep-
tion of the AMR one that is taken at t ¼ 7:2td . The spectra demonstrate conver-
gence for the inertial range of scales. [See the electronic edition of the Journal for
a color version of this figure.]
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Figure 2. Bottom: rms Mach numberM as a function of the dynamical time T for
2563, 5123, and 10243 numerical grid resolution. Top: Minimum and maximum
density as function of the dynamical time T. At ∼ 2 T , a statistically stationary
state was reached for both solenoidal (sol) and compressive (comp) forcing.
Consequently, we can use all the available 81 snapshots within 2 ! t/T ! 10
for averaging statistical measures (e.g., Fourier spectra, structure functions, ∆-
variance, fractal perimeter area, box counting, and mass size analysis) to improve
statistical significance and to compute corresponding 1σ temporal fluctuations.
Note that on average, the maximum density is almost ∼ 10 times larger for
compressive forcing compared to solenoidal forcing, although the rms Mach
number is roughly the same in both cases. The maximum density is subject to
strongly intermittent fluctuations (e.g., Kritsuk et al. 2007) for both solenoidal
and compressive forcing.
(A color version of this figure is available in the online journal.)
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Figure 3. Kinetic energy Fourier spectra E(k) compensated by k2 corresponding
to Burgers turbulence (upper curves), and density fluctuation Fourier spectra
compensated by k (lower curves) for solenoidal and compressive forcings,
respectively. Power-law fits in the inertial range 5 " k " 15 are shown as thin
solid lines. The velocity power spectra exhibit only marginal differences between
solenoidal and compressive forcing. The scaling of the density power spectra
on the other hand differs significantly comparing both forcings. Accordingly,
the stepper density power spectrum for compressive forcing leads to a smaller
fractal box coverage dimension Db ∼ 2.28 compared with Db ∼ 2.61 for
solenoidal forcing.
(A color version of this figure is available in the online journal.)
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Figure 4. Top panel: Numerical resolution comparison of density fluctuation
Fourier spectra for compressive forcing. At 5123 and 10243, the spectra are
almost converged with resolution, whereas the 2563 run deviates by ∼ 15%.
Bottom panel: Density fluctuation Fourier spectra at 10243 in comparison with
its resampled version to 2563 cells. The resampling had virtually no influence
on our results within the inertial range.
(A color version of this figure is available in the online journal.)

set. The ∆-variance is defined as
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where the average is computed over all valid data points at
positions x, and the operator ∗ stands for the convolution. The
data set can have arbitrary dimensionality. In the present study,
we apply the ∆-variance to both, two-dimensional (projections)
and three-dimensional data sets. We checked the influence of
varying the filter function from French-hat to Mexican-hat, as
well as varying the diameter ratio of the filter, which yielded
no significant differences. The choice of the filter function and
the best choice for its diameter ratio is discussed by Ossenkopf
et al. (2008). Here, we use the original French-hat filter with
a diameter ratio of 3.0 as it has been used before (e.g., Stutzki
et al. 1998; Mac Low & Ossenkopf 2000; Ossenkopf et al. 2001;
Ossenkopf & Mac Low 2002; Ossenkopf et al. 2006). Note that
originally, Stutzki et al. (1998) applied the ∆-variance to two-
dimensional integrated maps for comparison with observations.
Although we have access to the three-dimensional data from our
simulations, we nevertheless computed column density maps
and applied the ∆-variance to both the two-dimensional and
three-dimensional data to determine the effect of projection
for applying the ∆-variance. Prior to the three-dimensional
analysis, we resampled the density data cubes with 10243 grid
points to a resolution of 2563 due to performance issues of the
∆-variance, which is not (yet) a parallelized tool. The resampling
to lower resolution is not expected to cause deviations in the
inertial range scaling. As long as the simulation itself had
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Δ variance
• wavelet technique that works entirely in real space (no Fourier transform needed)
• good for maps with inhomogeneous structure (in terms of spatial coverage and resolution) 

Bensch et al. (2001, A&A, 366, 636)
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processes at the different stages of molecular cloud evolu-
tion, and thus of star formation.

Over the past decades, several methods have been
applied to quantify the structure in observed maps and
simulated data. These include the two-point correlation
function (autocorrelation and structure function, cf. Scalo
1984; Kleiner & Dickman 1984; Perault et al. 1986; Miesch
& Bally 1994), spectral correlation function (Rosolowsky
et al. 1999), power spectrum analysis (cf. Crovisier &
Dickey 1983; Green 1993), and methods to determine
the area perimeter fractal dimension (cf. Beech 1986;
Falgarone et al. 1991; Zimmermann & Stutzki 1993;
Vogelaar & Wakker 1994). A different approach to quan-
tify the structure is the decomposition of the observed
emission into discrete entities (“clumps”) in order to es-
tablish scaling relations for the clumps (e.g. mass-size re-
lation and clump mass spectra; cf. Stutzki & Güsten 1990;
Williams et al. 1994; Kramer et al. 1998; Heyer & Terebey
1998). More recently, Elmegreen & Falgarone (1996) and
Stutzki et al. (1998, hereafter Paper I) established links
between the fractal dimension and the clump mass and
size spectra.

Here, we present a detailed study of the ∆-variance,
introduced in Paper I as a new method to quantify the
drift behaviour of a 2-dimensional intensity distribution,
such as the velocity integrated spectral line maps observed
in CO. For images with a power law power spectrum,
the ∆-variance allows to determine the spectral index β.
Contrary to the power spectrum, the ∆-variance can be
determined purely in the spatial domain. This is of poten-
tial benefit if the size of the observed, discretely sampled
map is smaller than the spatial extent of the emission
for a given rms noise level. In this case, the (discrete)
Fourier transform of the observed map may be a poor
estimate of the Fourier transform of the underlying (con-
tinuous) intensity distribution. The truncation of the in-
tensity distribution due to the finite map size gives rise
to Fourier amplitudes at high spatial frequencies. The im-
plicitly assumed wrap-around periodicity of the discrete
Fourier transform then leads to aliasing, i.e. the high fre-
quency tail of the Fourier transform appears at lower
frequencies.

We present algorithms to determine the ∆-variance
both in the Fourier and in the spatial domain and compare
them with respect to their accuracy and reliability using
simulated data. This includes a treatment of the influence
of white noise, the telescope beam size, and the “edge ef-
fects” arising from the finite image size. Because of the
limited number of pixels in typical molecular spectral line
maps (the limited dynamical range in angular resolution),
these effects modify and possibly even dominate the struc-
tural parameters derived (see also Houlahan & Scalo 1990;
Miesch & Bally 1994). We show that the ∆-variance is well
suited to quantify the structure of observed maps because
it is sufficiently robust with respect to these effects.

Section 2 recalls the definition of the ∆-variance and
the relation between the ∆-variance and the power spec-
trum. In Sect. 3 we introduce and compare algorithms

to determine the ∆-variance for discretely sampled maps
in the Fourier domain and in the spatial domain. They
are applied to simulated data to determine their accuracy
and to study the influence of edge effects (Sect. 4). The
∆-variance of noisy data and the influence of the tele-
scope beam are considered in Sect. 5, and the ∆-variance
of observed molecular spectral line images is presented in
Sect. 6. A summary is given in Sect. 7.

2. Definitions and basic relations

The ∆-variance follows the concept of the Allan-variance,
originally introduced by Allan (1966) to study the stability
of atomic clocks (1-dimensional functions). It provides an
extension to functions in higher dimensions and can be
applied to images and 3-dimensional structures. Here, we
recall some basic relations for functions in two dimensions
which are relevant for the following discussion.

Consider a 2-dimensional scalar function s = s(x, y)
with x and y representing continuous Cartesian coordi-
nates. Because we are mainly interested in spatial intensity
distributions we refer to s(x, y) as an “image”. For the sake
of simplicity we assume a vanishing average, 〈s〉x,y ≡ 0.
This is no essential restriction and can always be achieved
by adding a constant. The ∆-variance is defined as the
variance of the convolved image,

σ2
∆(L) =

1
2π

〈(s ∗
⊙

L
)2〉x,y, (1)

where

⊙
L
(r) =






1
π(L/2)2 (r ≤ L

2 )
−1

8π(L/2)2 (L
2 < r ≤ 3L

2 )
0 (r > 3L

2 )

,

is an axially symmetric filter function of scale L (denoted
as lag). The “∗” symbol is used as shorthand notation
for convolution, and r = (x2 + y2)1/2. In addition, we
introduce the notation of ∆(L, x, y) = s ∗

⊙
L for the

convolved image.
Other choices for the shape of the filter function are

possible to define a modified ∆-variance, eg. a circular fil-
ter function with different values of the radii, or a square
shaped filter function. Additional information on the non-
isotropic character of images can be obtained by using not
axially-symmetric filter functions. The detailed study of
different filter functions is, however, beyond the scope of
the present paper. We choose the above definition (follow-
ing Paper I) because it is the most simple extension of the
Allan-variance concept to functions in higher dimensions.
It allows a direct comparison to the linear dimensions in
the image: the average distance of a point in the inner area
to a point in the annulus is 1.12 L. Thus, the ∆−variance
σ2

∆(L) probes the variation of the intensity s over a length
close to L.

Using Rayleigh’s theorem, Eq. (1) can be written in
the Fourier domain. Here, the ∆-variance is the average
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of the image power spectrum Ps = Ps(kx, ky), weighted by
the power spectrum of the filter function,

σ2
∆(L) =

1
2π

∫∫
Ps |

⊙̃
L
|2 dkxdky. (2)

The integration is done for the 2-dimensional spatial fre-
quency, and the tilde symbol indicates Fourier trans-
formed quantities.

The Allan-variance of a 1-dimensional scalar function
is closely related to the power spectrum (cf. Barnes et al.
1971) and a similar relationship holds for the ∆-variance.
Consider an image s with a power law power spectrum
Ps ∝ k−β for kl ≤ k ≤ kh, where k = (k2

x + k2
y)1/2 (see

Eq. (A.1) in Appendix A). The ∆-variance of s follows
a power law σ2

∆(L) ∝ Ld∆ with d∆ = β − 2 for lags L
within the regime (2πkh)−1 $ L $ (2πkl)−1. This is
valid for spectral indices 0 ≤ β < 6 (see Paper I for a
more detailed discussion; Appendix A gives a summary
for the 2-dimensional case).

Here, we consider images with indices 2 ≤ β ≤ 4 and
β = 0. This covers the range of indices relevant for images
of the ISM, including those typically found for observed
maps (2 <∼ β <∼ 3; Crovisier & Dickey 1983; Green 1993;
Stanimirovic et al. 1999), and white noise (β = 0), present
in every observation at some level.

3. ∆-variance of discretely sampled, finite maps

3.1. Discretely sampled, finite maps

In the following we set up an algorithm which allows to
determine the ∆-variance for observed maps (observations
at discrete positions with a finite signal-to-noise ratio and
resolution, covering a limited area), providing a reliable
quantification of the underlying 2-dimensional intensity
distribution. We consider s = s(x, y) as the intensity dis-
tribution projected on the plane of the sky with continuous
rectilinear coordinates x, y. Strictly, we have to consider
the intensity distribution s = s(θ,φ) in spherical coor-
dinates θ,φ and invoke the corresponding formalism to
analyze scalar functions in spherical coordinates. This is
done e.g. for the analysis of the cosmic microwave back-
ground fluctuations (cf. Smoot et al. 1992; Wright et al.
1996; Tegmark 1996; Kogut & Hinshaw 1996). However,
except for spatially very extended surveys of nearby giant
molecular cloud complexes and HI surveys, the curvature
of the angular coordinates can be neglected locally.

Single dish observations of the ISM do not give s(x, y),
rather they represent the intensity detected by a telescope
with a beam pattern B = B(x, y), sampled at discrete po-
sitions (we assume a normalization of

∫∫ ∞
−∞ Bdxdy = 1).

In order to fully recover the spatial information of the
beam convolved image, the observations are made with
critical (Nyquist) sampling, given by ∆xcrit. = λ/(2D) for
observations with a telescope of diameter D at a wave-
length λ. In practice, a sampling of ∆x ≈ 0.5θmb is of-
ten accepted as “fully sampled”. The observed intensity
is given by the beam convolved intensity distribution,

sB = s ∗ B. Sampled at discrete positions, this gives an
array of intensities I(i, j) = sB(xi, yj) on a regular grid
defined by (xi, yj) = (i ∆x, j ∆y).

In the following, we assume equidistant spacing in both
coordinates, ∆x = ∆y. The sum of appropriately weighted
δ-peaks at the sampling positions allows us to write I(i, j)
as a function of continuous coordinates,

sB,s(x, y) =
∞∑

i=−∞

∞∑

j=−∞
I(i, j)δ(x − i∆x)δ(y − j∆x)

= sB(x, y)
1

∆x2
III

( x

∆x
,

y

∆x

)
. (3)

Here, the subscript B refers to the beam convolved im-
age, while subscript s indicates the discrete sampling.
The Shah symbol represents the 2-dimensional array of
δ-peaks, III(x, y) =

∑∞
i=−∞

∑∞
j=−∞ δ(x − i)δ(y − j), fol-

lowing the notation of Bracewell (1986). We use this rep-
resentation of the observed map in Sect. 5 to study the
influence of the beam pattern and noise.

The noise is assumed to be completely uncorrelated,
represented by

sn,s(x, y) =
m∑

i=0

n∑

j=0

In(i, j)δ(x − i∆x)δ(y − j∆x), (4)

with 〈In〉i,j = 0 and σ2
n = 〈I2

n〉i,j . This term is added to
the discretely sampled, beam convolved image: sB,s +sn,s.

Observed maps are of finite spatial extent (ignoring
all-sky surveys). For maps with m × n pointings, cov-
ering an area a × b, this corresponds to a multiplica-
tion of the continuous intensity distribution with a 2-
dimensional rectangle-function, shifted by a/2 in x and
b/2 in y, !(x

a − 1
2 , y

b −
1
2 ) = !(x

a − 1
2 ) ·!(y

b −
1
2 ), where we

use the definition of !(ξ) = 1 (|ξ| ≤ 1/2) and !(ξ) = 0
(|ξ| > 1/2) for the rectangle-function.

Altogether, the observed image of finite extent, affec-
ted by white noise and the telescope beam reads

sobs = (sB,s + sn,s) !
(

x

a
− 1

2
,
y

b
− 1

2

)
. (5)

The intent of the structure analysis is to obtain informa-
tion on the structure of the original intensity distribu-
tion, s(x, y), by studying sobs(x, y). Thus, the methods
applied have to be sufficiently robust with respect to the
effects introduced by the noise, sampling and the finite
spatial extent of the map. Alternatively, the influence of
these effects have to be determined in order to allow for a
correction.

The finite extent of observed maps, in particular, has
major implications. Discrete Fourier transform implicitly
assumes wrap-around periodicity, artificially introducing
steps in the intensity distribution for maps which do not
trace the full spatial extent of the emission down to zero
intensity. While the beam convolved image sB,s is band
limited, i.e. it has vanishing Fourier amplitudes beyond
an upper frequency cutoff because of the convolution with

relation to wave number space

where
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Fig. 1. Convolution of the a discretely sampled map with the cylindric filter function
⊙

L
of linear size L. Illustration of the

“POINT” (left panel) and the “PIX” algorithm (right panel)

the subtraction of the average value, which we have previ-
ously assumed to be zero. This accounts for the fact that
for maps of finite extent and a vanishing average intensity
〈s〉x,y = 0, the average intensity of the the convolved map
∆̄(L) not necessarily vanishes, due to the edge effects.

4. Testing the ∆-variance with simulated data

First results of a ∆-variance analysis of observed molecular
cloud images are presented in Paper I. These studies sug-
gest that the spatial structure of the velocity integrated
spectral line maps is well characterized by a power law
power spectrum with a spectral index β ∼ 2.8 and ran-
domly distributed phases of the Fourier amplitudes. Scalar
functions with this property are also known as fractional
Brownian motion structures (fBm-fractals, cf. Peitgen &
Saupe 1988). Thus, fBm-fractals are ideal test images with
well known properties, providing a realistic representation
of observed molecular cloud images. In particular, they
are useful to calibrate algorithms used to quantify the
structure in observed ISM images (cf. Vogelaar & Wakker
1994).

4.1. Application to fBm-fractals

For a first test of the algorithms, we generate a set of
2-dimensional fBm-fractals with n2 = 512 × 512 pix-
els and a power law power spectral index β between 2
and 4 (Fig. 2). The fBm-fractals are generated by the
Fourier transform of hermitian Fourier amplitudes with
randomly distributed phases, giving real valued images. A
constant offset is added to the resulting maps to obtain
non-negative intensities.

We apply the ∆-variance algorithm in the Fourier do-
main, and both algorithms in the spatial domain (PIX and
POINT). The results for the image with β = 3 are shown
in Fig. 3. Similar results are obtained for the other fBm-
fractals. Note, that large scale trends and edge effects are
absent here, because the fBm-fractals are by construction
wrap-around periodic.

The ∆-variance follows a power law for lags 2 <∼
L/∆x <∼ 100, with a turnover for lags L/∆x larger
than 100 ≈ 0.2 n. The turnover results from the low
frequency cutoff in the power spectrum (recall, that the
power law behaviour of the ∆-variance is limited to lags
(2πku)−1 & L & (2πkl)−1). With ku ≈ (∆x)−1 and
kl ≈ (n ∆x)−1 for maps with n2 pixels, we conclude that
the ∆-variance can be described by a power law for lags
10 (2 π ku)−1 <∼ L <∼ (2 π kl)−1. A fit to the ∆-variance of
observed images should be restricted to this range.

A linear fit to the ∆-variance determined in the Fourier
domain gives an index of d∆ = 1.00, exactly match-
ing the value expected for the fBm-fractal with β = 3,
d∆ = β − 2 = 1. We obtain an index of 1.05 for the ∆-
variance determined in the spatial domain (POINT and
PIX option), still reasonably close to 1.

Comparing the results in the spatial domain, we find
that the ∆-variance determined using the PIX algorithm
is shifted towards smaller σ2

∆ (however, with the same
power law index d∆). The reason is the numerical con-
volution of the map and the filter function, done for the
PIX option. Here, some of the pixels contribute to both,
the positive and negative sum in Eq. (6), because they
are partially contained in the circle and the annulus of
the filter function. This introduces correlations for the in-
tegrated intensity determined for both parts of the filter
function and effectively lowers the variance of the thus
convolved map. The scaling properties of the ∆-variance,
however, remains unaffected, and it turns out that both
algorithms are reliable methods to determine the spectral
index β. In the following, we limit the discussion to the
POINT method, because of its numerical simplicity.

We have also studied the ∆-variance of the 1-
dimensional projection of fBm-fractals. With the 1-
dimensional projection being a zero-cut in the Fourier do-
main, the projected image has the same power spectral
index β as the original image. The ∆-variance of the 1-
dimensional projections follows a power law with a spec-
tral index of d∆ = β − 1 (Paper I). This is confirmed for
the projections of the fBm-fractals shown in Fig. 2, us-
ing an algorithm which determines the ∆-variance in the

typically “Mexican hat” filter 
functions are used:



Δ variance
• high-density tracers (e.g.) reveal that density 

structure is dominated by small-scales modes 
in star forming regions: 

• you pick up dense protostellar cores!

• this is reproduced in star-cluster forming 
simulations:

Ossenkopf et al. (2001, A&A, 379, 1005)
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Fig. 8. ∆-variance of the dust continuum map in Serpens taken
by Testi & Sargent (1998). The two vertical lines represent the
limits of the significant range as indicated with the observa-
tional data.

large-scale structure at lags above 40′′. The behaviour
at largest and smallest scales can be understood
when looking at the observational base of the map.
Testi & Sargent (1998) give a resolution for their inter-
ferometric observations of 5.5′′ × 4.3′′. Consequently we
cannot see any structure below that size. The fact that
our peak falls with 7′′ somewhat above the 5.5′′ resolu-
tion limit might indicate that the CLEAN beam used in
the reduction of the interferometric data is not exactly
Gaussian or slightly wider than computed. The whole map
is taken with an interferometric mosaicing technique (see
Testi & Sargent 2000 for details) without a zero-spacing
by complementary single dish observations. Thus the map
cannot contain any structure on scales above the single
pointing areas determined approximately by the size of
the primary beam of the OVRO antennas of 73′′. This is
in agreement with the lack of structure indicated by the
∆-variance slope of –2 at these scales. The two limiting
sizes are indicated by vertical lines in Fig. 8. Thus we
may only discuss the range in between disregarding other
information that is plotted in the interferometric map but
that can eventually not be obtained from the observations.

The steepening of the ∆-variance in the intermediate
size range from α = −1.2 to α = −2 does qualitatively
agree with the behaviour observed in most collapse simu-
lations at small scales but does not match any of them
quantitatively. For a detailed comparison the dynamic
scale range covered in the simulations is still insufficient
due to the periodic boundary conditions constraining the
large scale behaviour. Hence, we can only conclude that
the collapse models show the same general structure as
the dust observations, indicating that they represent a re-
alistic scenario but we cannot yet discriminate between
different models using the observational data.

4.2. Molecular line observations

Bensch et al. (2001) provided a detailed ∆-variance analy-
sis of the density structure traced by observations in differ-
ent CO isotopes for several molecular clouds with different
states of star formation including quiescent clouds like the
Polaris Flare and clouds with violent star formation like
Orion A. They found for all molecular clouds a density
structure approximately characterised by a power law ∆-
variance, with an exponent in the range 0.5 ≤ α ≤ 1.3. In
the best studied cloud one smooth curve connects scales
larger than 10 pc (where turbulence presumably is driven)
with the dissipation scale at 0.05 pc (where ambipolar dif-
fusion processes become important). The positive slopes
indicate that the density structure seen in the CO iso-
topes is dominated by large-scale modes. This result is
consistent with purely supersonic turbulence and appears
independent of the dynamical state of the molecular cloud
regions studied, i.e. regardless whether the cloud forms
stars or not.

This is somewhat surprising, since we expect that the
density distribution in star-forming regions is dominated
by the collapsing protostellar cores on small spatial scales.
The ∆-variance spectrum therefore should exhibit a neg-
ative slope as we demonstrate in Sect. 3. The molecular
line results are also in obvious contradiction to the Serpens
dust observations discussed above.

The explanation for the difference is hidden in the
radiative transfer problem. A discussion of all major as-
pects of molecular line transfer in turbulent media is be-
yond the scope of this study and will be provided in a
separate paper (Ossenkopf in prep.). Here, it is sufficient
to concentrate on one effect – saturation at large opti-
cal depths. Molecular lines like the lower transitions of
13CO, frequently used to map the density profile of molec-
ular clouds, become typically optically thick in the cores
of clouds at densities in the order of 105 cm−3. The ex-
act value depends on the transition, the spatial configura-
tion, temperatures, and the geometry of the radiation field
but one can always assign a typical density range to the
transition from the optically thin to the optically thick
regime. This leads to a saturation of the line intensities
in dense clumps so that the lines do not trace their in-
ternal structure but rather see clump surfaces. Moreover,
the molecules tend to freeze out in dense dark regions
(Kramer et al. 1999) amplifying the effect that the line
brightness reflects only part of the column density in dense
clumps.

As we do not want to treat the full radiative trans-
fer problem here, we give only an estimate for the influ-
ence of optical depth effects by including a saturation limit
into our computations. Because the simulations are scale-
free and the typical saturation density varies for different
molecules and transitions there is no particular density
value to be used for this limit so that we have to play
with different values.

Figure 9 illustrates the evolution of the large-scale
driven model shown in Fig. 2a assuming now that all
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Fig. 1. Time evolution of the strength of density fluctuations as
function of their spatial scale measured with the ∆-variance for
model G. The density ρ is given in units of the average density
in the cube, the lag ∆s in units of the cube size, and the time
t in internal time units where the free-fall time τff = 1.5.

the ∆-variance for our models the SPH density distribu-
tion is assigned onto a Cartesian grid with 1283 cells. The
ZEUS cubes have been analysed in full resolution at 2563

as well as degraded to 1283 for a one-to-one comparison
with the SPH models. Higher resolution helps to extend
the dynamic scale range limited by the periodic boundary
conditions at the large scale end and the numerical resolu-
tion of the simulations on the small scale end, but does not
change the general behaviour of the resulting ∆-variance.

3.2. The evolution of the density structure

3.2.1. The collapse of a Gaussian density field

Before we investigate the interplay between supersonic
turbulence and self-gravity, let us consider a system where
the density and velocity structure is dominated by gravity
on all scales and at all times. Model G describes the col-
lapse of Gaussian density fluctuations with initial power
spectrum P (k) ∝ k−2 and maximum density contrast
δρ/ρ ≈ 50. The system is unstable against gravitational
collapse on all scales and forms a cluster of protostellar
cores within about two free-fall time scales (Klessen &
Burkert 2000, 2001). The velocity structure is coupled to
the density distribution via Poisson’s equation and there
is no contribution from interstellar turbulence.

The time evolution of the density structure is illus-
trated in Fig. 1. Initially, the ∆-variance σ2

∆(n) is more or
less constant (α = 0) on scales ∆s >∼ 0.02, in agreement
with the initial power spectrum P (k) ∝ k−2. The steepen-
ing below ∆s ≈ 0.02 is produced by the finite resolution of
the SPH simulations resulting in the blurring of structures
at the smallest scales.

The first changes of the variance σ2
∆(n) are confined

to small scales. Initial fluctuations with masses below
the local Jeans limit will quickly smear out by ther-
mal pressure as the system evolves from purely Gaussian

fluctuations into a hydrodynamically self-consistent state
(see Appendix B in Klessen & Burkert 2000). As these
fluctuations are by far more numerous than Jean-unstable
contracting ones, the ∆-variance σ2

∆(n) begins to decrease
on small scales. However, as the central regions of massive
Jeans-unstable fluctuations contract to sufficiently high
densities, σ2

∆(n) increases again. This mainly affects the
small scales as local collapse modifies the density struc-
ture on time scales of the local free-fall time. At t = 0.7τff

the first collapsed core is identified and is soon followed by
others. Altogether 56 dense protostellar cores build up. As
time advances larger and larger scales exhibit noticeable
signs of contraction. After about one global free-fall time
collapse starts to involve all spatial modes in the system
and the absolute magnitude of the density fluctuations fi-
nally grows on all scales. As the small scale structure dom-
inates the density structure we obtain a negative slope in
the ∆-variance spectrum. In the final step of the simu-
lation roughly 30% of the mass is accumulated in dense
cores and the slope is about –1.7 indicating that a small
but significant contribution of large scale structure is still
present, because an uncorrelated N -body system of gravi-
tationally collapsed points would correspond to a slope of
–2 equivalent to a flat power spectrum P (k) = const.

The flattening at ∆s > 0.2 is due to periodicity. The
system is not allowed to collapse freely, it is held up against
global collapse by periodic boundaries which strongly af-
fect the evolution of the large-scale modes. The graphs of
∆-variance are not extended beyond effective lags of about
0.4 as the largest filter that we use is half the cube size
and we have to apply an average length reduction factor
of π/4 on projection to two dimensions.

3.2.2. The interaction between gravitation
and turbulence

To study the interplay between supersonic turbulence and
self-gravity, we consider four models of interstellar turbu-
lence which probe very disparate regions of the relevant
parameter space. In models S01 and Sd1 most of the tur-
bulent kinetic energy is carried on large scales, whereas
models S02 and Sd2 involve mainly small-scale turbulent
modes. In S01 and S02, turbulence is continuously driven
such that at any moment the overall kinetic energy com-
pensates the global gravitational energy. In Sd1 and Sd2,
the turbulent energy is allowed to decay freely.

Figure 2 shows σ2
∆(n) for all four models as func-

tion of time. In the initial plots one can clearly see
the dominance of the driving scale as discussed by
Mac Low & Ossenkopf (2000). The introduction of a ve-
locity field with a certain scale induces a pronounced peak
in the density structure at a somewhat smaller scale. Thus
the curves at t = 0 show for the large scale-driven models
a power law ∆-variance from about a third of the cube
size down to the numerical dissipation scale whereas in
the small-scale driven model the driving feature at about
0.07 dominates the structure.

data from Testi & Sargent (1998): Serpens core

data from hydrodynamic simulation of star cluster formation 



Δ variance
• NOTE: this is NOT seen in low-density tracers (e.g. in CO)

• you see only the tenuous gas between the dense cores in a limited density range
• at low densities, molecule is not efficiently excited by collisions
• at high densities, emission becomes 

optically thick, OR: the gas tracer is 
depleted on grains (ice mantles)

• again chemistry and radiation
transfer matter!

Bensch et al. (2001, A&A 366, 636)
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Fig. 9. ∆-variance of the velocity integrated spectral line maps shown in Fig. 8. The solid line gives the result of a χ2-fit to the
data, using the ∆-variance model of Eq. (15). The power spectral index β obtained from this fit is indicated in each panel. The
dashed line shows the ∆-variance corrected for white noise and the turnover of the dashed line toward smaller lags (divergence
from a straight line) indicates the influence of the telescope beam

enables us to study the ∆-variance for a larger range of
lags, and for small maps containing less than 64 × 64
pixels. For the latter, we found that a significant fraction
of the ∆-variance is affected by noise and beam smearing,
resulting in a systematic error if no correction is done.

We applied the ∆-variance to several observed CO
maps, including surveys of giant molecular clouds made
with the Bell Labs 7 m telescope and observations toward
the Polaris Flare/MCLD 123.5+24.9, a translucent cloud
at high Galactic latitudes. We found that the spatial struc-
ture of the velocity integrated maps is well characterized
by a power law power spectrum. For linear scales >∼ 0.5 pc,
the spectral index is remarkably uniform (2.5 < β < 2.8)
for different clouds (quiescent/star forming) and tracers
with different optical depths (12CO and 13CO J = 1 → 0).
Significantly larger indices (β > 3) are found for the
13CO J = 1 → 0 map of Perseus/NGC 1333 and obser-
vations made at higher spatial resolution toward MCLD
123.5+24.9, suggesting that the structure is smoother at
scales <∼ 0.5 pc. At present, it is not clear whether this re-
flects some peculiar properties of the high latitude translu-
cent cloud, optical depth effects or the physical processes
responsible for the dissipation of the non-thermal motions
in molecular cloud cores.

In forthcoming papers we will extend the studies to
individual channel maps to establish links between the
velocity and spatial structure (Bensch et al., in prep.)
and investigate the influence of optical depth effects
(Ossenkopf et al., in prep.). An application of the ∆-
variance to 3-dimensional density structures (and their
2-dimensional projections) generated by numerical simu-
lations of magneto-hydrodynamic turbulence is presented
by MacLow & Ossenkopf (2000) and Ossenkopf & MacLow
(2000).

Appendix A: ∆-variance for images with a power
law power spectrum

Consider an image sβ = sβ(x, y) with a power law power
spectrum

Psβ (k) = Psβ ,0






1 0<k<kl

k−β−k−β
h

k−β
l −k−β

h
kl≤k<kh

0 k>kh

, (A.1)

and a spectral index in the range 0 ≤ β ≤ 4. Here, k =
(k2

x+k2
y)1/2 is the spatial frequency, and kl, kh the low and

high frequency cutoffs. For a map with n×n pixels and a
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Fig. 8. Velocity integrated spectral line maps of the rotational transition 12CO J = 1 → 0, 12CO J = 2 → 1 and 13CO
J = 1 → 0, observed towards the Polaris Flare, and one of its cores, MCLD 123.5+24.9. The transition and the telescope are
indicated at the top of each panel. The line intensity is given in main beam brightness temperature, Tmb. Iso-intensity levels
are shown from 2 to 8 in steps of 2 (CfA map), 1 to 11 by 2 (KOSMA), 1 to 4 by 1 (FCRAO), 5 to 17 by 2 (IRAM, 12CO
J = 1 → 0), 3 to 11 by 2 (IRAM, 12CO J = 2 → 1), in units of K km s−1

6.3. Results

The power spectral indices obtained for the large surveys
(CfA map of the Polaris Flare and the Bell 7 m surveys)
cover a remarkably narrow range, between 2.5 and 2.8.
The only exception is the 13CO J = 1 → 0 map of
Perseus/NGC 1333 with a steeper index of β = 3.07±0.10.
The maps observed with higher angular resolution toward
MCLD 123.5+24.9 give significantly larger indices β > 3.
This indicates that the spatial structure of the intensity
distribution is smoother at linear scales <∼ 0.5 pc. The re-
sult obtained for the Perseus/NGC 1333 13CO J = 1 → 0
map fits into this picture. The distance to the cloud is
350 pc, smaller than for any of the other clouds in the Bell
Labs sample. This allows to probe smaller linear scales
than accessible with the other maps.

Note, that a ∆-variance of the 12CO J = 1 → 0
maps made with the CfA 1.2 m and the IRAM 30 m

telescope are also presented in Paper I, giving β = 2.77
and β = 2.76. For this analysis we used the FT algorithm
to determine the ∆-variance. While the index β of the
CfA map is in close agreement with the result obtained
here, the index determined in Paper I for the IRAM map
is significantly smaller. We attribute this to the influence
of edge effects, which are obviously relevant for the IRAM
maps.

In order to demonstrate the influence of white noise
and beam smearing, the ∆-variance of the beam con-
volved image without the contribution of the white noise
is marked by dashed lines in Fig. 9. The difference be-
tween the dashed and the solid lines illustrates the influ-
ence of the white noise and the divergence of the dashed
line from a straight line (not shown) indicates the influ-
ence of the beam smearing. Both, the white noise and
beam smearing, significantly modify the ∆-variance. For
instance, if we neglect them by fitting a straight line to the



centroid velocity increments

Federrath et al. (2010, A&A 512, A81)

• centroid velocity increments: compare the velocity of the LOS line centroid at different 
positions in a PPV cube:

with the centroid velocity defined as 

A&A 512, A81 (2010)

squares in Fig. 8 show
√

3 〈Ψ〉 in 3D and
√

2 〈Ψ〉 in 2D, which
seems to provide a good estimate of b. The factor

√
3 is a geo-

metrical factor for 3D turbulence (the diagonal in a cube of size
unity). It is

√
2 in 2D turbulence (the diagonal in a square of size

unity), and
√

1 in 1D. The latter in particular is trivial, because
in 1D only longitudinal modes can exist, and thus

√
1 〈Ψ〉 = 1

for any value of ζ (cf. Fig. 1). The larger geometrical factors
in 2D and 3D account for the fact that the longitudinal velocity
fluctuations, which induce compression occupy only one of the
available spatial directions (two in 2D and three in 3D) on av-
erage. For the general case of supersonic turbulence in D = 1, 2
and 3 dimensions, these ideas lead to

b̃ =
√

D〈Ψ〉, (22)

which is solely based on the ratio of the power in longitudinal
modes in the velocity field to the total power of all modes in the
velocity field, 〈Ψ〉.

In addition to the refined model based on the compressive
ratio 〈Ψ〉 in Eq. (22), we provide a fit function for b based on the
forcing parameter ζ. The dashed lines in Fig. 8 show

b̃(ζ) =
1
D
+

D − 1
D

(
Flong(ζ)
Ftot(ζ)

)3

· (23)

The forcing ratio Flong/Ftot is given by Eq. (9). The first sum-
mand in Eq. (23) is the expected ratio of longitudinal modes
(compression) in a supersonic turbulent medium for a purely
solenoidal forcing, i.e. a forcing that does not directly induce
compression. The second summand is the contribution to the
compression directly induced by the forcing. The model Eq. (23)
is similar to Eq. (20), but with a non-linear dependence of b on
the forcing parameter ζ.

We suggest that the dependence of b on the forcing solves
a puzzle reported by Pineda et al. (2008). They provided mea-
surements of velocity dispersions and 12CO excitation tempera-
tures for the six subregions in the Perseus MC. The molecular
excitation temperatures serve as a guide for the actual gas tem-
perature, from which the sound speed can be estimated. From
these values, the local rms Mach numbers are computed as the
ratio of the local velocity dispersion to the local sound speed.
Goodman et al. (2009) and Pineda et al. (2008) pointed out that
there is clearly no correlation of the form suggested by Eq. (19)
for a fixed parameter b across the investigated subregions in
the Perseus MC. For instance, the Shell region exhibits an in-
termediate to small velocity dispersion derived from 12CO and
13CO observations, while its density dispersion is the largest in
the Perseus MC. This provides additional support to our sug-
gestion that the Shell in Perseus is dominated by compressive
turbulence forcing for which b takes a higher value compared
to solenoidal forcing. The apparent lack of density dispersion-
Mach number correlation reported by Pineda et al. (2008) and
Goodman et al. (2009) for a fixed parameter b can thus be ex-
plained, because b is in fact not fixed across different subregions
in the Perseus MC.

We plan to measure b in different regions of the ISM in fu-
ture studies. However, the main problem in a quantitative analy-
sis of Eq. (18) with observational data is that the column density
dispersion is typically smaller than the 3D density dispersion
(compare Tables 1 and 3). The relation between the column den-
sity PDF and the volumetric density PDF is non-trivial and de-
pends on whether the column density tracer is optically thin
or optically thick and on the scale of the turbulence driving.
However, Brunt et al. (2010) developed a promising technique

to estimate the 3D density variance from 2D observations with
an accuracy of about 10%.

4. Intermittency

Intermittency manifests itself in

i) non-Gaussian (often exponential) wings of PDFs of quan-
tities involving density and/or velocity, its derivatives
(e.g., vorticity) and combinations of density and velocity
(e.g., ρ1/2v and ρ1/3v as discussed in Appendix A);

ii) anomalous scaling of the higher-order structure functions
of the velocity field (e.g., Anselmet et al. 1984) and cen-
troid velocity increments (Lis et al. 1996; Hily-Blant et al.
2008); and

iii) coherent structures of intense vorticity (∇ × u) (see Vincent
& Meneguzzi 1991; Moisy & Jiménez 2004, for results of
incompressible turbulence), and of strong shocks and rar-
efaction waves (∇ · u).

Filamentary coherent structures of vorticity (intermittency
item iii) are indeed observed in our two supersonic models.
In Fig. 2 (middle panel), we show the projected vorticity for
solenoidal and compressive forcing, respectively. Most of the fil-
aments of high vorticity coincide with the positions of shocks
and therefore also with high density and negative divergence
in the velocity field (Fig. 2, bottom panel). This is further-
more inferred from observations of the Ursa Majoris Cloud by
Falgarone et al. (1994) and is consistent with the results of
weakly compressible decaying turbulence experiments by Porter
et al. (1992a) and Porter et al. (1994), who concluded that intense
vorticity is typically associated with intermittency.

4.1. The probability distribution of centroid velocity
increments

Since there is evidence of filamentary coherent structures in
the vorticity (intermittency item iii) of our models, and because
there is additional evidence of non-Gaussian tails in the density
PDFs (intermittency item i) discussed in Sect. 3, we now pro-
ceed to examine the PDFs and the scaling of centroid velocity
increments (intermittency item ii) to assess the strength of the
intermittency. We compare centroid velocity increments (CVIs)
for solenoidal and compressive forcing and discuss the interpre-
tation of observations based on that comparison. Following the
analysis by Lis et al. (1996), who discuss CVIs computed for
the turbulence simulation by Porter et al. (1994), and following
the CVI analysis of the Polaris Flare and of the Taurus MC by
Hily-Blant et al. (2008), the centroid velocity increment is de-
fined as

δC$(r) = 〈C(r) −C(r + !)〉, (24)

where the angle average 〈 〉 is computed over all possible di-
rections of the vector ! in the plane perpendicular to the line-of-
sight. Thus, δC$(r) only depends on the norm of the lag vector
$ = |!|, which separates two points r = (x, y) and r + ! in the
plane of the sky (x, y). The normalised centroid velocity, C(r) in
Eq. (24) is defined as

C(r) =

∫
ρ(r, z) vz(r, z) dz
∫
ρ(r, z) dz

· (25)

The variable vz(r, z) denotes the line-of-sight velocity in
z-direction. We have however computed C(r) separately along
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modes in the velocity field to the total power of all modes in the
velocity field, 〈Ψ〉.

In addition to the refined model based on the compressive
ratio 〈Ψ〉 in Eq. (22), we provide a fit function for b based on the
forcing parameter ζ. The dashed lines in Fig. 8 show

b̃(ζ) =
1
D
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D
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)3

· (23)
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and therefore also with high density and negative divergence
in the velocity field (Fig. 2, bottom panel). This is further-
more inferred from observations of the Ursa Majoris Cloud by
Falgarone et al. (1994) and is consistent with the results of
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et al. (1992a) and Porter et al. (1994), who concluded that intense
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Since there is evidence of filamentary coherent structures in
the vorticity (intermittency item iii) of our models, and because
there is additional evidence of non-Gaussian tails in the density
PDFs (intermittency item i) discussed in Sect. 3, we now pro-
ceed to examine the PDFs and the scaling of centroid velocity
increments (intermittency item ii) to assess the strength of the
intermittency. We compare centroid velocity increments (CVIs)
for solenoidal and compressive forcing and discuss the interpre-
tation of observations based on that comparison. Following the
analysis by Lis et al. (1996), who discuss CVIs computed for
the turbulence simulation by Porter et al. (1994), and following
the CVI analysis of the Polaris Flare and of the Taurus MC by
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fined as
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where the angle average 〈 〉 is computed over all possible di-
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sight. Thus, δC$(r) only depends on the norm of the lag vector
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z-direction. We have however computed C(r) separately along
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3. Two-point statistics of the centroid velocity

3.1. Probability density functions of the line centroid velocity
increments

Following Lis et al. (1996), we analyze the two-point statistics
of the centroid of the line-of-sight projection of the velocity vx,
which we note as C(y, z) = C(r), where (y, z) is the position on
the sky:

C(r) =
∫

T (r, vx)vx dvx/
∫

T (r, vx) dvx. (1)

Increments of the centroid velocity between 2 points separated
by l are defined by δC(r, l) = C(r + l) −C(r). This quantity will
be called centroid velocity increment (CVI). The main difficulty
of this method concerns the computation of C, which not only
depends on the bounds of the integrals in Eq. (1), but is also af-
fected by the signal-to-noise ratio (SNR). To circumvent the bias
introduced by spatial noise variations, Rosolowsky et al. (1999)
degrade all the spectra to a unique threshold SNR. A different
approach (PF03) has been adopted here, which uses the SNR of
the integrated area as the optimization criterion to determine the
spectral window used to compute C. The reason is that we have
checked that the noise is already homogeneous in the data cubes,
mostly as a result of the observing strategy consisting in several
coverages of individual sub-maps in perpendicular directions.

For a given value of l = |l|, we compute maps of CVI for each
direction l/l. A probability density function (PDF) is built from
these maps by normalizing the histogram of CVI to a unit area.
We thus obtain a PDF for each l and each direction. For each l,
a PDF is computed with the CVI from all directions l/l, which
we denote as P(δCl). In order to get PDF with zero average and
unit standard deviation and to ease the comparisons, we use the
normalized PDF Pn(δCl). All bins of the Pn(δCl) associated to
a number of points less than a given value Nmin are blanked (see
Appendix A.1). In the following, all Pn(δCl) have 32 bins, and
the adopted minimum number of data points for a bin to be sig-
nificant is Nmin = 10. In a second step, for a given l, we compute
the azimuthal average of the absolute value of the CVI, resulting
in a single CVI map. In practice the structures seen in the non-
averaged maps are not smeared out, though they appear thinner
in some cases.

Figures 4 and 5 show the Pn(δCl) computed for various lags
from l = 3 to 25 pixels in the Polaris and Taurus fields, respec-
tively. The lag l = 3 is the shortest distance between two inde-
pendent points (since the sampling is half the beam size), and
l = 25 corresponds to the largest lag with significant number of
pairs of points. The number of data points corresponding to the
three most extreme bins for l = 3 and 25 are in the range 12−50
and 20−500, respectively.

The PDF at large lags (l > 15) (Fig. 4) are nearly Gaussian
and become slightly asymmetrical at l = 12, an effect we at-
tribute to large-scale velocity gradients. Such effects cancel out
at lags smaller than the characteristic scale of these gradients,
hence the more symmetrical shape of the PDF at small lags. It
is not obvious that such large-scale gradients should be removed
(see discussion in PF03). The fields mapped here are expected
to be small with respect to the integral scale of turbulence L, at
least on the order of the molecular cloud size itself. As the lag de-
creases from l = 25 to l = 3 pixels, non-Gaussian tails develop.
These tails are more pronounced in the Polaris field than in the
Taurus one, with CVI values up to 6 times the dispersions σδC of
the unnormalized PDF (see Table 1). However, since the number
of points in Taurus is lower than in the Polaris field, the mini-
mum level of probability reached is an order of magnitude higher

Fig. 4. Normalized PDF, Pn(δCl), of the centroid velocity increments
(CVI) computed from the 12CO(1−0) IRAM map in Polaris. The PDF
are computed for different lags between pairs of points: l = 3 to
25 pixels, and normalized to dispersion unity, such that the x-axis is
in units of the rms σδC for each distribution. Only the bins containing
more than 10 data points were kept. The values of the dispersion σδC are
given in Table 1. A Gaussian of dispersion unity is also shown (dotted
curve).

Fig. 5. Same as Fig. 4 for the 12CO(1−0) data towards the Taurus field.

(10−3 instead of 10−4 in Polaris). We also computed the PDF of
the increments for the large-scale KOSMA data in the Polaris
field (Fig. 6) and we also find increasing non-Gaussian tails as
the lag decreases. The dispersions of the PDF are reported in
Table 1 and are seen to smoothly connect with the small-scale
values computed in the IRAM field.

In both fields, the dependence ofσδC with l can be well-fitted
by a power law σδC ∝ l0.5. The dispersions σδC in the Taurus
field are a factor ≈2 smaller than in the Polaris field. This ratio
is also found when comparing the velocity dispersions – either
across the plane of the sky (pos) or along the line of sight (los) –
in the two fields (see Table 2). Furthermore, the ratio of the los
to pos dispersions suggests that the depth of the cloud is larger
than the extension in the plane of the sky (los > pos) (Ossenkopf
& Mac Low 2002).

3.2. Non-Gaussianity: the flatness

The deviations of the PDF from a Gaussian shape can be quan-
tified using the flatness (or kurtosis) of a distribution, defined by

F (l) =
〈δCl

4〉
〈δCl

2〉2
(2)

Hily-Blant et al. (2008, A&A, 481, 367)
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Fig. 9. PDFs of centroid velocity increments, computed using Eqs. (24) and (25) are shown as a function of lag ! in units of grid cells ∆ = L/1024
for solenoidal forcing (left) and compressive forcing (right). The PDFs are very close to Gaussian distributions for long lags, whereas for short
lags, they develop exponential tails, which is a manifestation of intermittency (e.g., Hily-Blant et al. 2008, and references therein).

each of the three principal lines-of-sight x, y and z of our
Cartesian domain in order to examine the effects of varying the
projection. Also note that we have computed normalised cen-
troid velocities (Lazarian & Esquivel 2003), since we want to
compare to Hily-Blant et al. (2008). Another point to mention
here is that the centroid velocities, C(r) are typically computed
using an intensity weighting instead of a density weighting. This
is because the gas density cannot be measured directly, whereas
the emission intensity is accessible to observations. By using
density weighting we implicitly assume optically thin emission.
For optically thick emission, uniform weighting would be more
appropriate (Lis et al. 1996).

Figure 9 shows the PDFs of δC!(r) computed for varying
lag ! in units of the numerical cell size ∆ = L/1024. They should
be compared to Hily-Blant et al. (2008, Fig. 4−6). The PDFs are
mainly Gaussian for large lags, whereas for smaller separations,
they develop exponential tails, indicating intermittent behaviour.
This result is consistent with the numerical simulation analysed
by Lis et al. (1996), and with observations of the ρ Oph Cloud,
the Orion B and the Polaris Flare by Lis et al. (1998), Miesch
et al. (1999) and Hily-Blant et al. (2008), respectively.

Following the analysis by Hily-Blant et al. (2008), we com-
puted the kurtosis K of the PDFs of CVIs using the definition
in Eqs. (13). Note that K = 3 corresponds to a Gaussian dis-
tribution, and K = 6 corresponds to an exponential function.
The kurtosis of the CVI PDFs is shown in Fig. 10 as a func-
tion of spatial lag !, and can be directly compared to Hily-Blant
et al. (2008, Fig. 7). Both forcing types exhibit nearly Gaussian
values of the kurtosis at lags ! >∼ 100∆. On the other hand,
for ! <∼ 100∆, both forcing types produce non-Gaussian PDFs.
Solenoidal forcing approaches the exponential value K = 6 for
! <∼ 10∆. Compressive forcing yields exponential values already
for lags ! ≈ 40∆, while solenoidal forcing has K ≈ 4 on these
scales. This indicates stronger intermittency in the case of com-
pressive forcing. For ! <∼ 30∆, compressive forcing yields even
super-exponential values of K . For both solenoidal and com-
pressive forcings, we show later in Sect. 6 that ! <∼ 30∆ is in the
dissipation range for numerical turbulence. Compressive veloc-
ity modes dominate in this regime (see Fig. 14), which may re-
sult artificially in extreme intermittency. For ! ≈ 30∆, compres-
sive forcing gives K = 6.0 ± 1.0, which is roughly 35% larger
than the Polaris Flare observations at their resolution limit. The
solenoidal case on the other hand gives K ≈ 4.3 ± 0.5, which
is in very good agreement with the IRAM and KOSMA data
discussed by Hily-Blant et al. (2008, Fig. 7). Depending on
the actual lag used for the comparison, both solenoidal and

Fig. 10. Kurtosis K of the PDFs of centroid velocity increments shown
in Fig. 9 as a function of the lag ! in units of grid cells ∆ = L/1024 for
solenoidal and compressive forcing. Note that a kurtosis value of 3 (hor-
izontal dot-dashed line) corresponds to the value for a Gaussian distri-
bution. Non-Gaussian values of the kurtosis are obtained for ! <∼ 100∆.
The error bars contain both snapshot-to-snapshot variations as well as
the variations between centroid velocity increments computed by inte-
gration along the x, y and z axes. This figure can be compared to ob-
servations of the Polaris Flare and Taurus MC (see Fig. 7 of Hily-Blant
et al. 2008).

compressive forcing seem to be consistent with the observa-
tions. However, it should be noted that the lags cannot be eas-
ily compared for the real clouds and the simulations, because
simulated and observed fields have different spatial resolution.
Moreover, the simulated fields have periodic boundaries, while
the true fields don’t. Nevertheless, the similarity of the observed
and the numerically simulated CVIs indicates that turbulence in-
termittency plays an important role in both our simulations and
in real molecular clouds.

The Polaris Flare has a very low star formation rate and is
therefore appropriate for studying the statistics of interstellar su-
personic turbulence without contamination by internal energy
sources. In contrast, the Taurus MC is actively forming stars.
Against our expectations, the Taurus MC data display very weak
intermittent behaviour and the kurtosis remains at the Gaussian
values K ≈ 3 in Hily-Blant et al. (2008, Fig. 7). However, the
Taurus field studied by Hily-Blant et al. (2008) is located far
from star-forming regions in a translucent part of the Taurus MC
(Falgarone 2009, private communication). This may explain why
the Taurus field displays only very weak intermittency. It would
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structure functions 1
• how are the velocities at two different points in time or two different locations related?

• Lagrangian structure function: compare the velocity of the same fluid element at two 
different times

where               is the velocity in the                        direction of fluid element m, and 
where  τ   is the time lag
(works well for particle-based hydro codes, in grid codes tracer particles are needed)
 

• Eulerian structure function: compare the velocity at different locations at the same time

where     is the location and     the spatial lag between two cells (m=n) or between two 
differen SPH or tracer particles (m, n), we can do that for each velocity component i or 
for the parallel or perpendicular projects (                  ) with

from Konstandin et al. (2012, JFM, 692, 183)
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2 are the fully solenoidal and compressive
projection operators respectively. By setting ⇣ = 1, the forcing field is purely
solenoidal (i.e. r · F = 0). In contrast, setting ⇣ = 0, the forcing field is purely
compressive (i.e. r ⇥ F = 0). The natural mixture of forcing modes is obtained
for ⇣ = 0.5 (Federrath et al. 2010), which leads to a velocity distribution of
hv2

ki/hv2
tot

i = 1/3. To investigate the influence of the different forcings, we focus on
the limiting cases of purely solenoidal forcing (⇣ = 1) and purely compressive forcing
(⇣ = 0).

The forcing amplitude F0(k, T) is a three-dimensional parabolic function, only
containing the large (integral) scales 1 < |k| < 3, peaking at k = 2, which corresponds
to half of the box size L/2, as we measure k in units of 2⇡/L. The amplitude of the
forcing is adjusted, so that in both cases the volume-weighted r.m.s. Mach number is
M

V

⇡ 5.5, when the state of stationary, fully developed turbulence is reached.
The last term in (2.3) is a stochastic diffusion term that ensures exponential decrease

of the autocorrelation function of the forcing. We set the autocorrelation time T

ac

of
the forcing equal to the dynamical time scale T .

The density and velocity statistics of turbulence produced by a mainly compressive
force field are investigated in Schmidt et al. (2009), while a systematic statistical
comparison of solenoidal and compressive forcing is discussed in Schmidt et al. (2008)
and in Federrath, Klessen & Schmidt (2008, 2009) and Federrath et al. (2010).

2.2. Tracer particles

We start with uniformly distributed tracer particles at rest. Afterwards they can
move freely within the computational domain. The velocity and density of the tracer
particles are calculated with a cloud-in-cell interpolation from the grid at the beginning
of each time step. Given the interpolated velocity, the tracer particles are then moved
with an Euler method, based on the hydrodynamical time step. The tracers thus follow
the gas flow in the Lagrangian frame of reference. Instead of the linear interpolation of
the neighbouring grid points, a second-order (triangular-shaped cloud) and third-order
(tricubic) space interpolation, as well as a higher-order temporal integration scheme
(predictor–corrector type) were tested, but they did not lead to statistically significant
differences. As the tracer particles have no influence on the fluid, they are passive
tracers of the fluid motion.

2.3. Velocity increments and structure functions

In order to calculate the increments, we use the following definition of the time-
dependent, Lagrangian velocity increment:
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where r is the position of the tracer n, ` is the spatial increment between the tracer
particles m and n, and vk = v · ˆ̀, with ˆ̀ = `/` being the unit vector in the direction `.
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with an Euler method, based on the hydrodynamical time step. The tracers thus follow
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We start with uniformly distributed tracer particles at rest. Afterwards they can
move freely within the computational domain. The velocity and density of the tracer
particles are calculated with a cloud-in-cell interpolation from the grid at the beginning
of each time step. Given the interpolated velocity, the tracer particles are then moved
with an Euler method, based on the hydrodynamical time step. The tracers thus follow
the gas flow in the Lagrangian frame of reference. Instead of the linear interpolation of
the neighbouring grid points, a second-order (triangular-shaped cloud) and third-order
(tricubic) space interpolation, as well as a higher-order temporal integration scheme
(predictor–corrector type) were tested, but they did not lead to statistically significant
differences. As the tracer particles have no influence on the fluid, they are passive
tracers of the fluid motion.
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comparison of solenoidal and compressive forcing is discussed in Schmidt et al. (2008)
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We start with uniformly distributed tracer particles at rest. Afterwards they can
move freely within the computational domain. The velocity and density of the tracer
particles are calculated with a cloud-in-cell interpolation from the grid at the beginning
of each time step. Given the interpolated velocity, the tracer particles are then moved
with an Euler method, based on the hydrodynamical time step. The tracers thus follow
the gas flow in the Lagrangian frame of reference. Instead of the linear interpolation of
the neighbouring grid points, a second-order (triangular-shaped cloud) and third-order
(tricubic) space interpolation, as well as a higher-order temporal integration scheme
(predictor–corrector type) were tested, but they did not lead to statistically significant
differences. As the tracer particles have no influence on the fluid, they are passive
tracers of the fluid motion.

2.3. Velocity increments and structure functions
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move freely within the computational domain. The velocity and density of the tracer
particles are calculated with a cloud-in-cell interpolation from the grid at the beginning
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with an Euler method, based on the hydrodynamical time step. The tracers thus follow
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tracers of the fluid motion.
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comparison of solenoidal and compressive forcing is discussed in Schmidt et al. (2008)
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We start with uniformly distributed tracer particles at rest. Afterwards they can
move freely within the computational domain. The velocity and density of the tracer
particles are calculated with a cloud-in-cell interpolation from the grid at the beginning
of each time step. Given the interpolated velocity, the tracer particles are then moved
with an Euler method, based on the hydrodynamical time step. The tracers thus follow
the gas flow in the Lagrangian frame of reference. Instead of the linear interpolation of
the neighbouring grid points, a second-order (triangular-shaped cloud) and third-order
(tricubic) space interpolation, as well as a higher-order temporal integration scheme
(predictor–corrector type) were tested, but they did not lead to statistically significant
differences. As the tracer particles have no influence on the fluid, they are passive
tracers of the fluid motion.
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structure functions 2
• note: these δv are related to the velocity increments discussed before  . . .

(BUT here we do it in 6D+1 phase space, and not in the reduced 3D PPV space)

• as before, we see that the 
δv turn from (super)exponential
to Gaußian for increasing lag

• kurtosis goes from K > 6 (exp.) 
to K = 3 (Gaußian) 

from Konstandin et al. (2012, JFM, 692, 183)
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FIGURE 4. (Colour online) (a,b) Probability density functions of the velocity increment
�v

i

in the Lagrangian framework for (a) solenoidal forcing and (b) compressive forcing.
It shows the p.d.f.s with five different temporal increments ⌧ 2 {0.01, 0.08, 0.4, 2, 4}T .
(c,d) Probability density functions of the velocity increment �v

i

in the Eulerian framework
for (c) solenoidal forcing and (d) compressive forcing. It shows the p.d.f.s with six different
spatial increments ` 2 {0.006, 0.02, 0.06, 0.12, 0.25, 0.49}L. For small temporal or spatial
lags, ⌧ and `, respectively, the p.d.f.s differ from a Gaussian distribution because of
intermittency. For large ⌧ or `, they converge towards a Gaussian distribution.

two limiting types of forcing) as already observed by Benzi et al. (2010), but only
for purely solenoidal forcing. In the region where the kurtosis converges to the
Gaussian value (⌧ > 2.5T for the Lagrangian framework and ` > 0.4L for the Eulerian
framework), we average the structure functions to calculate the mean value of the
saturated structure functions, as discussed in § 3.3.

3.3. Lagrangian and Eulerian structure functions

Figure 6 shows the LSF and ESF up to order p = 7 for solenoidal and compressive
forcing. We calculate the saturation values of the structure functions on the largest
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FIGURE 5. (Colour online) Kurtosis as a function of the temporal or spatial increment (a)
⌧ , and (b) `. The solid and dash-dotted lines are the values for solenoidal and compressive
forcing respectively, calculated from (3.5). The crosses and stars are the values for solenoidal
and compressive forcing respectively, calculated with the five p.d.f.s shown in figure 4. The
horizontal dotted line is the value of a Gaussian distribution.
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FIGURE 6. (Colour online) (a) Lagrangian and (b) Eulerian structure functions up to the
order of p = 7 for solenoidal and compressive forcing, calculated with the velocity increment
of the tracer particles. The error bars of the structure functions indicate the standard deviation
in time. To calculate the absolute values of the saturated structure functions, the Lagrangian
structure functions were averaged in the range ⌧ 2 [2.5, 5]T , and the Eulerian structure
functions were averaged in the range ` 2 [0.4, 0.7]L, indicated by the horizontal black lines in
the integral range.

scales by averaging them in the range ⌧ 2 [2.5, 5]T for the LSFs and ` 2 [0.4, 0.7]L
for the ESFs. The result is displayed as black lines in figure 6. The compressive
forcing yields structure functions that converge to Gaussian values already on smaller
scales, as observed in figure 5. For the two forcings, the saturation values are
different. This can be explained with the different mass-weighted r.m.s. Mach number
M

M

, observed in figure 1, because the structure functions S of order p for infinite
increments are S

p(1) / M p

M

(see discussion in § 4).



structure functions 3
• the structure functions are then

• Lagrangian SF:

where we take the average over all three spatial directions

• Eulerian SF:

• the exponent p gives the order of the structure function 

• note: in an “ideal world” both approaches should have similar statistical characteristics 
(ergodic theorem)

from Konstandin et al. (2012, JFM, 692, 183)
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where P? = �
ij

� k

i

k

j

/k

2 and P

k = k

i

k

j

/k

2 are the fully solenoidal and compressive
projection operators respectively. By setting ⇣ = 1, the forcing field is purely
solenoidal (i.e. r · F = 0). In contrast, setting ⇣ = 0, the forcing field is purely
compressive (i.e. r ⇥ F = 0). The natural mixture of forcing modes is obtained
for ⇣ = 0.5 (Federrath et al. 2010), which leads to a velocity distribution of
hv2

ki/hv2
tot

i = 1/3. To investigate the influence of the different forcings, we focus on
the limiting cases of purely solenoidal forcing (⇣ = 1) and purely compressive forcing
(⇣ = 0).

The forcing amplitude F0(k, T) is a three-dimensional parabolic function, only
containing the large (integral) scales 1 < |k| < 3, peaking at k = 2, which corresponds
to half of the box size L/2, as we measure k in units of 2⇡/L. The amplitude of the
forcing is adjusted, so that in both cases the volume-weighted r.m.s. Mach number is
M

V

⇡ 5.5, when the state of stationary, fully developed turbulence is reached.
The last term in (2.3) is a stochastic diffusion term that ensures exponential decrease

of the autocorrelation function of the forcing. We set the autocorrelation time T

ac

of
the forcing equal to the dynamical time scale T .

The density and velocity statistics of turbulence produced by a mainly compressive
force field are investigated in Schmidt et al. (2009), while a systematic statistical
comparison of solenoidal and compressive forcing is discussed in Schmidt et al. (2008)
and in Federrath, Klessen & Schmidt (2008, 2009) and Federrath et al. (2010).

2.2. Tracer particles

We start with uniformly distributed tracer particles at rest. Afterwards they can
move freely within the computational domain. The velocity and density of the tracer
particles are calculated with a cloud-in-cell interpolation from the grid at the beginning
of each time step. Given the interpolated velocity, the tracer particles are then moved
with an Euler method, based on the hydrodynamical time step. The tracers thus follow
the gas flow in the Lagrangian frame of reference. Instead of the linear interpolation of
the neighbouring grid points, a second-order (triangular-shaped cloud) and third-order
(tricubic) space interpolation, as well as a higher-order temporal integration scheme
(predictor–corrector type) were tested, but they did not lead to statistically significant
differences. As the tracer particles have no influence on the fluid, they are passive
tracers of the fluid motion.

2.3. Velocity increments and structure functions

In order to calculate the increments, we use the following definition of the time-
dependent, Lagrangian velocity increment:

�vm

i

(t, ⌧ ) = vm

i

(t + ⌧ ) � vm

i

(t), (2.5)

where ⌧ is a temporal increment and vm

i

(t) is the velocity in spatial direction
i 2 {x, y, z} of the mth tracer particle at the time t. The space-dependent, Eulerian
velocity increments are defined as

�vmn

i

(r, `) = vm

i

(r + `) � vn

i

(r) (2.6)
�vmn

k (r, `) = vm

k (r + `) � vn

k(r), (2.7)

where r is the position of the tracer n, ` is the spatial increment between the tracer
particles m and n, and vk = v · ˆ̀, with ˆ̀ = `/` being the unit vector in the direction `.
The Lagrangian structure function (LSF)

LS

p(⌧ ) = hh|�vm

x

(t, ⌧ ) |pi
m

+ h|�vm

y

(t, ⌧ ) |pi
m

+ h|�vm

z

(t, ⌧ ) |pi
m

i
t

/3 (2.8)
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is obtained by averaging the velocity increments over the different tracer particles m,
the three directions of the coordinate system x, y, z and over t 2 [2, 10]T . This is
reasonable because of the time-invariance and isotropy in the state of fully developed
turbulence.

In practice, we randomly select 5 ⇥ 106 tracer particles for all 801 time samples
with t > 2T in the fully developed state for the averaging procedure (2.8). We checked
the validity of this approach by doing these calculations also with all 5123 tracer
particles for one time line starting at t = 2T , to ensure that the number of sampling
pairs used has no statistically significant influence on our results (see Appendix B).
For calculating the Eulerian structure functions (ESFs)

ES

p(`) ⌘ hh|�vmn

x

(r, `)|pi
mn

+ h|�vmn

y

(r, `)|pi
mn

+ h|�vmn

z

(r, `)|pi
mn

i
t

/3 (2.9)

ES

p

k(`) ⌘ h|�vmn

k (r, `)|pi
mn,t

, (2.10)

the simulation box was divided in 163 sub-boxes. For m, a fixed number of tracer
particles is chosen homogeneously distributed over all sub-boxes. To obtain a constant
sampling of the ESF with `, for each m, a subset / 1/r

2 of tracer particles of every
sub box is selected for n, where r is the distance from m to the centre of the
sub-box. As the number of sub-boxes increases in proportion to r

2, this procedure
ensures that for each lag `, roughly the same number of sampling pairs is used. The
selection procedure is normalized in such a way that for m, nearly the same number
of tracer particles is selected as for n. The ESFs are calculated for 81 snapshots
at time intervals of 1t = T/10, each with about 1010 sampling pairs. We tested
our results with different numbers of sub-boxes, where with insufficient sub-boxes
(.83) we have to calculate the ESFs with many more sampling pairs to get a good
statistic on the smallest scales. Using more than 163 sub-boxes showed no effective
improvement of the distribution. With 163 sub boxes, we calculate the ESFs with
different numbers of sampling pairs to ensure that increasing the sampling pairs has no
statistically significant influence on our results. We provide detailed convergence tests
in Appendix B. Since all increments are calculated on the tracer particles, the structure
functions are intrinsically mass-weighted.

2.4. Statistical moments

In order to calculate the higher-order moments of the p.d.f.s in § 3, we use the
following definition for the first four standardized central moments:

mean hqi =
X

qp(q)�
q

, (2.11a)

standarddeviation �
q

=
q

h(q � hqi)2i, (2.11b)

skewness S
q

= h(q � hqi)3i
� 3

, (2.11c)

kurtosis K
q

= h(q � hqi)4i
� 4

, (2.11d)

where �
q

is the bin width of the p.d.f. p(q). With this definition a Gaussian has a
skewness S

q

= 0 and a kurtosis K
q

= 3.

3. Results

As discussed in Federrath et al. (2009, 2010) and Price & Federrath (2010), the
fluid reaches an equilibrium state of fully developed, supersonic turbulence after about



structure functions 4
• results from numerical simulations

• turbulence theory makes predictions of the slope of the SF in the inertial range

• BUT: where is the inertial range? (these are already state-of-the-art 10243 simulations!)

from Konstandin et al. (2012, JFM, 692, 183)
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FIGURE 5. (Colour online) Kurtosis as a function of the temporal or spatial increment (a)
⌧ , and (b) `. The solid and dash-dotted lines are the values for solenoidal and compressive
forcing respectively, calculated from (3.5). The crosses and stars are the values for solenoidal
and compressive forcing respectively, calculated with the five p.d.f.s shown in figure 4. The
horizontal dotted line is the value of a Gaussian distribution.
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FIGURE 6. (Colour online) (a) Lagrangian and (b) Eulerian structure functions up to the
order of p = 7 for solenoidal and compressive forcing, calculated with the velocity increment
of the tracer particles. The error bars of the structure functions indicate the standard deviation
in time. To calculate the absolute values of the saturated structure functions, the Lagrangian
structure functions were averaged in the range ⌧ 2 [2.5, 5]T , and the Eulerian structure
functions were averaged in the range ` 2 [0.4, 0.7]L, indicated by the horizontal black lines in
the integral range.

scales by averaging them in the range ⌧ 2 [2.5, 5]T for the LSFs and ` 2 [0.4, 0.7]L
for the ESFs. The result is displayed as black lines in figure 6. The compressive
forcing yields structure functions that converge to Gaussian values already on smaller
scales, as observed in figure 5. For the two forcings, the saturation values are
different. This can be explained with the different mass-weighted r.m.s. Mach number
M

M

, observed in figure 1, because the structure functions S of order p for infinite
increments are S

p(1) / M p

M

(see discussion in § 4).
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FIGURE 7. (Colour online) Extended self-similarity for the (a) Lagrangian and (b) Eulerian
structure functions for solenoidal and compressive forcing. The black lines indicate a linear fit
for the calculation of the relative scaling exponents, which are summarized in table 2.

In turbulence theory, the structure functions follow a power law in the inertial range

LS(p) / ⌧ ⇠(p), ES(p) / `⇣(p), (3.6)

with the scaling exponents ⇠(p) and ⇣(p). To calculate these scaling exponents, we use
the inertial range as constrained by Federrath et al. (2009, 2010) (0.067 . `/L . 0.2),
and transform it to the Lagrangian framework (0.16 . ⌧/T . 0.34) with ⌧ / `2/3.
This relation follows directly from the Kolmogorov four-fifths law (e.g. Frisch 1995),
implying that the third-order structure function scales linearly with ` in the Eulerian
framework. In Burgers turbulence, ⌧ / `, which follows from the assumption of a
constant averaged energy transport through the scales, ✏̄ / E(`)/⌧ / v (`)2 /⌧ , and
assuming Burgers scaling for the second-order velocity increment, �v2(`) / v2(`) / `.
Using Burgers scaling for ⌧ in the transformation of the inertial range leads to
(0.067 . ⌧/T . 0.2) in the Lagrangian framework. The so-called method of extended
self-similarity (ESS) proposed by Benzi et al. (1993) allows for an increased scaling
range between the smallest scales, influenced by the resolution, and the largest scales
with a direct influence of the forcing. Using ESS, we thus extend the fitting range to
0.067 . ⌧/T . 0.34, which covers both ⌧ / `2/3 and ⌧ / `. For the Eulerian structure
functions, we extended the scaling range to (0.05 . `/L . 0.22), for which we obtain
a reasonable power-law scaling with ESS. Figure 7 shows the ESS scaling plots,
i.e. plots of the logarithm of the structure functions calculated with equations (2.8)
and (2.9) for the different orders as a function of the logarithm of the second- and
third-order structure function in the Lagrangian and Eulerian framework, respectively.
The black lines indicate linear fits for the ESS measurement of the relative scaling
exponents,

Z

L

(p) = ⇠(p)

⇠(2)
, Z

E

(p) = ⇣(p)

⇣(3)
, (3.7)

which are summarized in table 2 for the Lagrangian framework (columns 2 and 3)
and the Eulerian framework (columns 5 and 6) for solenoidal and compressive forcing,
respectively. To compare our results with data from incompressible turbulence, we



structure functions 5
• to get around this problems, turbulence theorists look at the “extended self similarity”
• this is a “trick” where the structure functions are divided by the 2nd or 3rd order SF:

• this makes it easier to measure the scaling exponent

from Konstandin et al. (2012, JFM, 692, 183)
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FIGURE 7. (Colour online) Extended self-similarity for the (a) Lagrangian and (b) Eulerian
structure functions for solenoidal and compressive forcing. The black lines indicate a linear fit
for the calculation of the relative scaling exponents, which are summarized in table 2.

In turbulence theory, the structure functions follow a power law in the inertial range

LS(p) / ⌧ ⇠(p), ES(p) / `⇣(p), (3.6)

with the scaling exponents ⇠(p) and ⇣(p). To calculate these scaling exponents, we use
the inertial range as constrained by Federrath et al. (2009, 2010) (0.067 . `/L . 0.2),
and transform it to the Lagrangian framework (0.16 . ⌧/T . 0.34) with ⌧ / `2/3.
This relation follows directly from the Kolmogorov four-fifths law (e.g. Frisch 1995),
implying that the third-order structure function scales linearly with ` in the Eulerian
framework. In Burgers turbulence, ⌧ / `, which follows from the assumption of a
constant averaged energy transport through the scales, ✏̄ / E(`)/⌧ / v (`)2 /⌧ , and
assuming Burgers scaling for the second-order velocity increment, �v2(`) / v2(`) / `.
Using Burgers scaling for ⌧ in the transformation of the inertial range leads to
(0.067 . ⌧/T . 0.2) in the Lagrangian framework. The so-called method of extended
self-similarity (ESS) proposed by Benzi et al. (1993) allows for an increased scaling
range between the smallest scales, influenced by the resolution, and the largest scales
with a direct influence of the forcing. Using ESS, we thus extend the fitting range to
0.067 . ⌧/T . 0.34, which covers both ⌧ / `2/3 and ⌧ / `. For the Eulerian structure
functions, we extended the scaling range to (0.05 . `/L . 0.22), for which we obtain
a reasonable power-law scaling with ESS. Figure 7 shows the ESS scaling plots,
i.e. plots of the logarithm of the structure functions calculated with equations (2.8)
and (2.9) for the different orders as a function of the logarithm of the second- and
third-order structure function in the Lagrangian and Eulerian framework, respectively.
The black lines indicate linear fits for the ESS measurement of the relative scaling
exponents,

Z

L

(p) = ⇠(p)

⇠(2)
, Z

E

(p) = ⇣(p)

⇣(3)
, (3.7)

which are summarized in table 2 for the Lagrangian framework (columns 2 and 3)
and the Eulerian framework (columns 5 and 6) for solenoidal and compressive forcing,
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for the calculation of the relative scaling exponents, which are summarized in table 2.

In turbulence theory, the structure functions follow a power law in the inertial range

LS(p) / ⌧ ⇠(p), ES(p) / `⇣(p), (3.6)

with the scaling exponents ⇠(p) and ⇣(p). To calculate these scaling exponents, we use
the inertial range as constrained by Federrath et al. (2009, 2010) (0.067 . `/L . 0.2),
and transform it to the Lagrangian framework (0.16 . ⌧/T . 0.34) with ⌧ / `2/3.
This relation follows directly from the Kolmogorov four-fifths law (e.g. Frisch 1995),
implying that the third-order structure function scales linearly with ` in the Eulerian
framework. In Burgers turbulence, ⌧ / `, which follows from the assumption of a
constant averaged energy transport through the scales, ✏̄ / E(`)/⌧ / v (`)2 /⌧ , and
assuming Burgers scaling for the second-order velocity increment, �v2(`) / v2(`) / `.
Using Burgers scaling for ⌧ in the transformation of the inertial range leads to
(0.067 . ⌧/T . 0.2) in the Lagrangian framework. The so-called method of extended
self-similarity (ESS) proposed by Benzi et al. (1993) allows for an increased scaling
range between the smallest scales, influenced by the resolution, and the largest scales
with a direct influence of the forcing. Using ESS, we thus extend the fitting range to
0.067 . ⌧/T . 0.34, which covers both ⌧ / `2/3 and ⌧ / `. For the Eulerian structure
functions, we extended the scaling range to (0.05 . `/L . 0.22), for which we obtain
a reasonable power-law scaling with ESS. Figure 7 shows the ESS scaling plots,
i.e. plots of the logarithm of the structure functions calculated with equations (2.8)
and (2.9) for the different orders as a function of the logarithm of the second- and
third-order structure function in the Lagrangian and Eulerian framework, respectively.
The black lines indicate linear fits for the ESS measurement of the relative scaling
exponents,
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, Z
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(p) = ⇣(p)
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, (3.7)

which are summarized in table 2 for the Lagrangian framework (columns 2 and 3)
and the Eulerian framework (columns 5 and 6) for solenoidal and compressive forcing,
respectively. To compare our results with data from incompressible turbulence, we
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FIGURE 8. (Colour online) Relative scaling exponents for the (a) Lagrangian and (b)
Eulerian structure functions for solenoidal and compressive forcing. The lines indicate a
fit with the intermittency model proposed by Dubrulle (1994) with the assumption of
Schmidt et al. (2008), � = 1. In the Lagrangian framework, we get dimensions of the
most dissipative structures D

L,sol = 0.87 and D

L,comp = 1.17 for solenoidal and compressive
forcing respectively. In the Eulerian framework we get D

E,sol = 1.11 and D

E,comp = 1.55. The
compressive forcing and the associated stronger density fluctuations cause higher dimensions
for the most dissipative structures.

3.4. Intermittency models for inertial range scaling

With the relative scaling exponents of the last section, we can compare our results
with the predictions of intermittency models. We use the generalized equation of the
phenomenological model of She & Leveque (1994) introduced by Dubrulle (1994) for
the scaling exponents in the Eulerian framework

Z

E

(p) = (1 � �
E

)
p

3
+ �

E

1 � �
E

(1 � �
p/3
E

). (3.8)

With the assumptions ⌧ / `2/3 and LS

p / h✏p/2
⌧ i⌧ p/2, where h✏p

⌧ i are the moments of
the energy dissipation at the time scale ⌧ , one can show a similar equation for the
Lagrangian framework, using the same arguments and derivations as She & Leveque
(1994):

Z

L

(p) = (1 � �
L

)
p

2
+ �

L

1 � �
L

(1 � �
p/2
L

). (3.9)

For simplicity we use ⌧ / `2/3 for the transformation into the Lagrangian framework,
instead of ⌧ / `, and treat the influence of compressibility in both frameworks by
having different values for � and � compared to the K41 theory (see e.g. Boldyrev
et al. 2002; Schmidt et al. 2008). Figure 8 shows the measured scaling exponents and
the fits with (3.8) and (3.9). For the fitting procedure we follow the idea of Schmidt
et al. (2008, 2009) and set � = 1, which follows from Burgers scaling, ⌧ / `, as used
in the last section, leaving us with only one free fitting parameter. With the measured
� we can calculate the co-dimension of the most dissipative structures C = �/(1 � �),
which is connected to the actual dimension of the most dissipative structures via
D = 3 � C. The latter quantifies how volume-filling the most dissipative structures
are in the turbulent medium. From our fits we get D

L,sol = 0.87, D

L,comp = 1.17



structure functions 6
• simple statistical model for large lags:

• structure function can be expressed as statistical moments PDF of velocity increments

where                     is the distribution function of the  δv with lag α 

• we can integrate that for a Gaußian distribution (               

• with                                                 we get 

from Konstandin et al. (2012, JFM, 692, 183)
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in the Lagrangian framework and D

E,sol = 1.11, D

E,comp = 1.55 in the Eulerian one.
In the Eulerian framework, the most dissipative structures are between filamentary
structures (D = 1, as in She & Leveque 1994) and sheet-like structures (D = 2,
as proposed by Boldyrev et al. 2002 for the Kolmogorov–Burgers model). In the
Lagrangian framework and for solenoidal forcing, the most dissipative structures are
close to filamentary structures. Compressive forcing yields a larger fractal dimension
than solenoidal forcing in both frameworks. Although the whole turbulent flow is
more space-filling for solenoidal forcing, as observed in figure 2, the most dissipative
structures for compressive forcing have a larger dimension and are thus more space-
filling. However, it is unclear how to interpret these results in the one-dimensional
Lagrangian framework of temporal increments rather than spatial increments as in
the Eulerian framework. In the Eulerian framework, we can compare our results with
the dimensions we get by calculating the scaling exponents with the mass-weighted
velocities of the grid. Schmidt et al. (2008) measured D

sol

= 1.82 and D

comp

= 1.92,
showing the same trend between the solenoidal and compressive forcing, but larger
than the values we measured on the tracer particles. The reason for these differences is
the more intermittent behaviour of the scaling exponents, as discussed above (see also
table 2).

4. A statistical theory of the large-scale velocity increments

In this section, we show that the statistical properties of the velocity increments in
a turbulent flow for large scales can be described by only one parameter, the r.m.s.
Mach number. This is valid for velocity increments in the Lagrangian and Eulerian
frameworks. The structure functions defined by (2.8)–(2.10) can be expressed as the
moments of the p.d.f.s of the velocity increment, which are functions of ⌧ or `, so for
a general structure function we can write

S

p(↵) =
Z

|�v |p
P(�v, ↵) d(�v), (4.1)

where P(�v, ↵) is the probability density of �v with increment ↵. In the last section,
we showed that the p.d.f.s of the velocity increments converge towards a Gaussian
distribution at the largest scales. The Gaussian form can be understood analytically as
a consequence of the central limit theorem, assuming that the two velocities, vm(r + `)
and vn(r) in space or vm(t + ⌧ ) and vm(t) in time, are independent for large spatial or
temporal increments.

With the Gaussian assumption, we can express the structure functions for large
scales as

S

p(↵ ! 1) = 2

�
p

2⇡

Z 1

0
(�v)p e� (�v)2 /(2�2)d(�v) (4.2a)

=
0

✓
p + 1

2

◆

p
⇡

(
p

2� )
p

, (4.2b)

where S

p(↵) stands for any structure function of (2.8)–(2.10), ↵ is the temporal or
spatial increment, � is the standard deviation of the Gaussian distribution, and 0 is the
Gamma function. Equation (4.2b) describes the moments of the Rayleigh distribution,
which is also the result for the moments of the total structure function with a velocity
increment �v =

q
�v2

x

+ �v2
y

+ �v2
z

, if the increments �v
i

follow a Gaussian distribution.
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in the Lagrangian framework and D

E,sol = 1.11, D

E,comp = 1.55 in the Eulerian one.
In the Eulerian framework, the most dissipative structures are between filamentary
structures (D = 1, as in She & Leveque 1994) and sheet-like structures (D = 2,
as proposed by Boldyrev et al. 2002 for the Kolmogorov–Burgers model). In the
Lagrangian framework and for solenoidal forcing, the most dissipative structures are
close to filamentary structures. Compressive forcing yields a larger fractal dimension
than solenoidal forcing in both frameworks. Although the whole turbulent flow is
more space-filling for solenoidal forcing, as observed in figure 2, the most dissipative
structures for compressive forcing have a larger dimension and are thus more space-
filling. However, it is unclear how to interpret these results in the one-dimensional
Lagrangian framework of temporal increments rather than spatial increments as in
the Eulerian framework. In the Eulerian framework, we can compare our results with
the dimensions we get by calculating the scaling exponents with the mass-weighted
velocities of the grid. Schmidt et al. (2008) measured D

sol

= 1.82 and D

comp

= 1.92,
showing the same trend between the solenoidal and compressive forcing, but larger
than the values we measured on the tracer particles. The reason for these differences is
the more intermittent behaviour of the scaling exponents, as discussed above (see also
table 2).

4. A statistical theory of the large-scale velocity increments

In this section, we show that the statistical properties of the velocity increments in
a turbulent flow for large scales can be described by only one parameter, the r.m.s.
Mach number. This is valid for velocity increments in the Lagrangian and Eulerian
frameworks. The structure functions defined by (2.8)–(2.10) can be expressed as the
moments of the p.d.f.s of the velocity increment, which are functions of ⌧ or `, so for
a general structure function we can write

S

p(↵) =
Z

|�v |p
P(�v, ↵) d(�v), (4.1)

where P(�v, ↵) is the probability density of �v with increment ↵. In the last section,
we showed that the p.d.f.s of the velocity increments converge towards a Gaussian
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more space-filling for solenoidal forcing, as observed in figure 2, the most dissipative
structures for compressive forcing have a larger dimension and are thus more space-
filling. However, it is unclear how to interpret these results in the one-dimensional
Lagrangian framework of temporal increments rather than spatial increments as in
the Eulerian framework. In the Eulerian framework, we can compare our results with
the dimensions we get by calculating the scaling exponents with the mass-weighted
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= 1.82 and D

comp

= 1.92,
showing the same trend between the solenoidal and compressive forcing, but larger
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Stutzki et al. (1998) showed that
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where they used homogeneity and the fact that the autocorrelation vanishes for large
spatial increments. In our case, the quantity M

M

is a mass-weighted value, because
the average in (4.3) is taken over the velocity increments of the tracer particles.
Furthermore, we assume that the second-order structure function is proportional to the
kinetic energy for large increments, and as the longitudinal structure function and the
structure function averaged over the three directions of the coordinate system have
only one-third the degree of freedom compared with the total structure function,
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If we combine this with (4.2) and (4.3), we get a relation between the standard
deviations of the Gaussian distributions and the r.m.s. Mach number M
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The second-order moment can thus be used as a normalization for our formula (4.2) to
predict the saturation level of the pth-order structure function
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Figure 9 shows the structure functions of figure 6, but renormalized with (4.6) to the
r.m.s. Mach number of the solenoidal forcing. The differences between the structure
functions, driven by solenoidal and compressive forcing, vanishes in the integral range,
which implies that the different forcings have no influence on the statistical properties
of the structure functions in the integral range. Further, we verify this model by
calculating the saturation behaviour with the measured r.m.s. Mach number, and
compare the result with the saturation values extracted from figure 6. The result
is summarized in figure 10. The measurements show excellent agreement with the
predicted values, for both solenoidal and compressive forcing.

5. Summary and conclusions

We have investigated the influence of solenoidal (divergence-free) and compressive
(curl-free) forcing on the structure functions and density p.d.f.s of a supersonic,
compressible, turbulent flow using tracer particles in a set of three-dimensional
numerical simulations. We analysed the density p.d.f., the p.d.f.s of velocity
increments, and the structure functions in the Lagrangian and Eulerian frameworks. As
all of these quantities were measured on tracer particles, we analysed mass-weighted
statistics. Our main results and conclusions are as follows.

(a) The solenoidal forcing yields a density p.d.f. close to a log-normal distribution. In
contrast, the compressive forcing yields distributions of the mass density that show
stronger deviations from the log-normal shape in the tails of the distribution.

(b) The compressive forcing excites stronger head-on collisions and shock fronts,
which show a correlation between high density and low velocity, affecting the
mass-weighted r.m.s. Mach number, so that it becomes smaller than the volume-
weighted Mach number. The same holds for solenoidal forcing, but the effect is
weaker, as solenoidal forcing yields smaller density contrasts at the same r.m.s.
Mach number.
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FIGURE 9. (Colour online) The same as figure 6, but with structure functions for
compressive forcing normalized to the r.m.s. Mach number for solenoidal forcing, using
our model prediction (4.6): (a) renormalized Lagrangian, (b) renormalized Eulerian. The
differences between the structure functions for solenoidal and compressive forcing thus
vanish in the integral range.
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FIGURE 10. (Colour online) Values of the saturated structure functions measured from
the simulation (crosses, stars, and error bars) and the values predicted from formula (4.6)
(solid and dash-dotted lines) for different orders p. The values are shown to the left of
their respective order and the crosses and stars, from left to right, are the values of the
Lagrangian, Eulerian, and longitudinal Eulerian structure functions. The error bars of the
measured saturation values are the averaged errors of the structure functions.

(c) The Lagrangian framework exhibits a more intermittent behaviour than the
Eulerian one, measured with the deviations of the relative scaling exponents
from the predicted intermittency-free K41 values, and also with the kurtosis
as an example of the higher moments of the p.d.f. of the velocity increments.
This analysis also shows that the turbulent medium, driven by the compressive
forcing, is more intermittent than for a medium driven by solenoidal forcing.
A comparison with simulations of incompressible turbulence shows that
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Linewidth size relation (example)

Ossenkopf & Mac Low (2002)

Linewidth size relation for the Polaris Flare



Larson Relations

• Larson (1981) found the following relations between linewidth 
and size and mean density and size:

•

      ρ ∝ Rα          α≈ -1        density size relation        (1)
      σ ∝ Rβ       β≈ 1/2          linewidth size relation     (2)

• In virial equilibrium: α≈ -1, β≈ ½

• Molecular clouds appear gravitationally bound.      (3)

• Values:

-  σ = (0.72±0.07) km/s (R/pc)0.5±0.05      (Solomon et al.)

-  σ = 0.55 km/s (R/pc)0.51                              (Caselli & Myers)

- 〈NH〉= (1.5±0.3)x1022 cm-2 (R/pc) 0.0±0.1 (Solomon et al.)  

• Only two of the three statements (1,2,3) are independent.
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Fig. 1.—Composite relationship from PCA decompositions of 12COdv, l
imaging observations of 27 individual molecular clouds. The smallJ p 1–0

scatter of points attests to the near invariance of interstellar turbulence within
molecular clouds that exhibit a large range in size, environment, and star
formation activity. The large filled circles are the global velocity dispersion
and size for each cloud derived from the first principal component. These are
equivalent to the global velocity dispersion and size of the cloud as would be
measured in the cloud-to-cloud size/line width relationship (Larson 1981; Sol-
omon et al. 1987). The light solid line shows the bisector fit to all points from
all clouds. The heavy solid line shows the bisector fit to the filled circles
exclusively. The similarity of these two power laws explains the connection
of Larson’s cloud-to-cloud scaling law to the structure functions of individual
clouds.

mental conditions. Monte Carlo models are constructed that
place upper limits to the variation of the scaling coefficient and
exponent. Finally, we discuss the consequences of an invariant
turbulent spectrum in the context of the formation of interstellar
molecular clouds, sources of turbulent energy, and star formation.

2. THE COMPOSITE STRUCTURE FUNCTION

Following Brunt & Heyer (2002), PCA is applied to spec-
troscopic data cubes of 12CO emission frommolecularJ p 1–0
clouds that are part of recent wide field imaging surveys at the
Five College Radio Astronomy Observatory (Heyer et al. 1998;
Brunt & Mac Low 2004) or targeted studies of individual giant
molecular clouds. Heyer & Schloerb (1997) and Brunt (2003)
show that there is little difference in the relationshipsdv, l
derived from 12CO emission and the lower opacity 13CO emis-
sion. For each cloud, a power-law is fitted to the pointsdv, l
to determine the PCA scaling exponent, aPCA, and coefficient,
. For the sample of 27 molecular clouds, the mean and standardvo
deviation for the scaling exponent are 0.62 and 0.09, respectively.
On the basis of models with little or zero intermittency, this PCA
scaling exponent corresponds to a structure function exponent
equal to (Brunt et al. 2003). The mean and standard0.49! 0.15
deviation of the scaling coefficient are 0.90 and 0.19 km s!1.
These rather narrow distributions of g and reemphasize thev"

results of Brunt (2003) that there is not much variation in the
structure function parameters betweenmolecular clouds. In Fig-
ure 1, we overlay the PCA points from the sample ofdv, l
clouds. The composite points reveal a near-identical form of
the inferred structure functions. The solid line shows the power-
law bisector fit to all points, . This0.65!0.01dv p (0.87! 0.02)l
PCA-derived exponent corresponds to a structure function scal-
ing exponent of .0.56! 0.02
The global velocity dispersion of each cloud and the cloud

size are determined from the scales of the first eigenvector and
eigenimage, respectively. Basically, the global velocity dis-
persion, , is the value of the velocity structure function mea-Dv
sured at the size scale, L, of the cloud. These points, marked
as filled circles within Figure 1, are equivalent to the global
values used by Larson (1981) and Solomon et al. (1987) that
define the cloud-to-cloud size/line width relationship. A power-
law bisector to this subset of points is Dv p (0.96!

. The similarity of this cloud-to-cloud relationship0.59!0.070.17)L
with that of the composite points is a consequence of the uni-
formity of the individual structure functions. Within the quoted
errors, it is also similar to the cloud-to-cloud size/line width
relationships: and . Therefore, Larson’s global ve-g ≈ G v ≈ Co
locity dispersion versus cloud size scaling law follows directly
from the near-identical functional form of velocity structure
functions for all clouds. If there were significant differences of
g or between clouds, then the cloud-to-cloud size/line widthvo
relationship would exhibit much larger scatter than is measured
by Larson (1981) and Solomon et al. (1987).

3. THE DEGREE OF TURBULENCE UNIVERSALITY

The cloud-to-cloud size/line width relationships measured
by Larson (1981) and Solomon et al. (1987) and the composite
structure functions shown in Figure 1 do exhibit some degree
of scatter about the fitted lines. The scatter is quantified by the

mean square of the velocity residuals, , for each data set2jobs
where

N G 2S (Dv ! CL )i ii2 2 !2j p km s . (2)obs N

Here N is the number of clouds in the sample, and C and G are
the parameters derived by fitting a power law to the observed

points. The value for for the sample of clouds in Larson2Dv, L jobs
(1981) using only the 12CO and 13CO measurements is 1.41 km2

s!2. The Solomon et al. (1987) sample is a larger, more homo-
geneous set of clouds and therefore provides a more accurate
measure of the variance within the cloud-to-cloud size/line width
relationship. The corresponding is 0.88 km2 s!2. The value of2jobs

for the points in Figure 1 is 1.93 and 0.35 km2 s!2 for2j Dv, Lobs
the composite collection of points.dv, l
The measured scatter, described by , of the size/line width2jobs

relationships is a critical constraint to the degree of invariance
of turbulence within the molecular interstellar medium. The
scatter arises from several sources. There are basic measure-
ment errors in the global velocity dispersion owing to the ve-
locity resolution of the measurements and the cumulative sta-
tistical error of the individual spectra. Deriving cloud sizes from
complex projected distributions of the molecular gas may also
introduce some scatter. These measurement errors are rarely
shown in any cloud size/line width plots. A secondary source
of scatter is limited or biased mapping of the molecular cloud.
If a given map was limited in angular extent and centered on
a region within the cloud that is actively forming stars, then

Heyer & Brunt (2004, ApJ, 615, L45)
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Figure 7. PCA pseudo-structure function derived from a snapshot PPV cube
of hydrodynamic simulations (black crosses), from the same simulated cube
convolved with a Gaussian beam of FWHM 48′′ (blue triangles), and from
the beam-convolved simulated cube after scale correction (red stars). For
comparison, the scales corrected with the prescription from Brunt & Heyer
(2002a) are shown as green diamonds. The spatial and velocity scales were
rescaled to physical units assuming a 22′′ grid and a temperature of 10 K (sound
speed of 0.2 km s−1).
(A color version of this figure is available in the online journal.)

7.3. Uncertainties in the PCA Results

The uncertainty in the spatial scales detected by PCA stems
from the uncertainty in the distance. The error of the kinematic
distances of the GRS clouds were estimated in Roman-Duval
et al. (2009) and are propagated here. The finite size of

the pixels also contributes to the uncertainty on the spatial
scales. Specifically, the error on the spatial scale is given by
σ 2

δ#
= σ 2

d × δθ2 + (θpix/2 × d)2, where σd is the error on the
distance, θpix is the angular size of a pixel, and δθ is the angular
scale detected by PCA. The uncertainty on the velocity scales
was set to half the velocity resolution (0.1 km s−1 for the GRS).

7.4. Results

PCA was applied to molecular clouds identified in the GRS
for which distances are available from Roman-Duval et al.
(2009). Out of the 750 molecular clouds for which distances
were available, 383 did not exhibit a large-enough spatial
dynamic range to allow the detection of five or more spatial
and velocity scales. Consequently, a robust power law could not
be fitted to the resulting PCA pseudo-structure function for this
sample of clouds. Our sample of GRS clouds thus contains 367
objects. Figures 8 and 9 show an example of PCA results for a
particular cloud, GRSMC G053.59+00.04. In Figure 8, the 0th
principal component simply shows the integrated intensity of
the cloud and thus provides information on its overall structure.
In Figure 9, only spatial scales above the resolution limit (before
scale correction) are shown. A power law was fitted to the PCA
pseudo-structure function, yielding αPCA = 0.74 ± 0.05.

The black histogram in Figure 10 shows the histogram of the
slope of the PCA pseudo-structure function obtained from the
GRS clouds. The mean PCA slope is 〈αPCA〉 = 0.61±0.2, where
the error bar reflects the standard deviation of the distribution.
To reduce the effects of outliers, we also computed the average
of αPCA weighted by the inverse of the reduced χ2 of the power-
law fit to the PCA structure function, and obtained a weighted
average 〈αPCA〉w = 0.62 ± 0.2. This value of αPCA is in good
agreement with the PCA slope obtained for molecular clouds
located in the Outer Galaxy (Brunt & Heyer 2002b, 〈αPCA〉 =
0.62 ± 0.11). A power law of slope 0.62 also fits well the
composite structure function, composed of all the spatial and
velocity scales detected in all the clouds (see Figure 11). A

Figure 8. Nine first principal components for molecular cloud GRSMC G053.59+00.04, randomly selected from our sample of 367 molecular clouds from the Galactic
Ring Survey.
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Figure 9. PCA pseudo-structure function for molecular cloud GRSMC
G053.59+00.04. The order of the principal component for each pair of spa-
tial and spectral scales is indicated next to each data point. The vertical dashed
line shows the resolution limit. Scales detected in the 5th and 6th are smaller
than the resolution limit after scale correction, but above it before the correction
and thus need to be included in the fit. The solid line represents a power-law fit,
the slope of which is indicated in the figure.

Figure 10. Histograms of the slope of the PCA pseudo-structure function
obtained from GRS clouds, and the exponent βv of the turbulent spectrum
obtained from the calibration derived from fBms with purely lognormal PDFs.
The errors in the legend correspond to the standard deviation of the distributions.
The black histogram was derived using the FWHM of the beam as the resolution
limit (fiducial case). The purple, red, and blue histograms show the histogram
of αPCA derived with resolution limits defined as the 1σ , 3σ and 2 × FWHM
widths of the beam, respectively. The corresponding mean PCA slopes and βv

are also indicated for each case.
(A color version of this figure is available in the online journal.)

bisector fit to the PCA composite structure function shown in
Figure 11 yields αPCA = 0.60 ± 0.2.

7.5. Estimation of the Density Dispersion of
GRS Molecular Clouds

Since the measured value of αPCA is unstable above σs ≈ 2,
it is worthwhile to try to estimate plausible values of σs that

Figure 11. Composite PCA pseudo-structure function (composed of all the
spatial and velocity scales detected in all 367 GRS molecular clouds) shown as
a density of points. The dashed line indicates a power law of slope 0.62, the
average slope of the PCA pseudo-structure function in the GRS sample, and the
solid line shows a bisector fit with slope αPCA = 0.6.
(A color version of this figure is available in the online journal.)

may be present in the GRS cloud sample to gauge the possible
effects of high density dispersion on our results. Models of
driven turbulence suggest that the density dispersion is related
to the three-dimensional rms Mach number (M) as follows:
σn/〈n〉 = bM, where b is a constant depending on the nature
of the turbulent driving. For solenoidal forcing, b ≈ 1/3 (Price
et al. 2011), whereas for compressive forcing, b ≈ 1 (Federrath
et al. 2008). There are very few observationally determined
values of b, but existing measurements favor b ≈ 0.5 (Brunt
2010), indicating a mixture of solenoidal and compressive
forcing.

Assuming a lognormal PDF, so that σs =
√

ln(1 + (σn/〈n〉)2,
and with a specified kinetic temperature, T and mean molecular
mass, m, we can derive a relation between the one-dimensional
velocity standard deviation, σv,1D, and σs as follows:

σs =

√√√√ln

[

1 + 24.69
[

σv,1D

1 km s−1

]2 [
b

0.5

]2 [
T

10 K

]−1
]

. (16)

Here, we have used M = σv,3D/cs , where cs =
√

kT /m is
the sound speed, and have assumed a mean molecular mass of
2.72 times the mass of a hydrogen atom (Hildebrand 1983)
and taken b = 0.5 (Brunt 2010) and T = 10 K (Roman-
Duval et al. 2010) as reference points. The choice of a kinetic
temperature of 10 K is motivated by Figure 6 in Roman-Duval
et al. (2010), where the maximum excitation temperature in a
molecular cloud occurs in the densest regions that are closest to
LTE, and should reflect the actual kinetic temperature of the gas.
We have also assumed isotropy, so that the three-dimensional
velocity standard deviation is σv,3D =

√
3σv,1D.

Values of σv,1D for the GRS cloud sample have already been
measured by Roman-Duval et al. (2010). We have converted
these measurements into estimates of σs for the sample of
367 clouds analyzed here, and the histogram of the resulting
σs values is shown in Figure 12. The histogram peaks near
σs = 2.1, with a tail extending to σs ≈ 2.4. Comparison of the
σs histogram with the HD results in Figure 5 suggests that a
minor overestimation of αPCA may be present in some clouds
as a result of extreme density fluctuations (up to ∼+0.1). In
general though, as long as b = 0.5 and T = 10 K reasonably
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Figure 9. PCA pseudo-structure function for molecular cloud GRSMC
G053.59+00.04. The order of the principal component for each pair of spa-
tial and spectral scales is indicated next to each data point. The vertical dashed
line shows the resolution limit. Scales detected in the 5th and 6th are smaller
than the resolution limit after scale correction, but above it before the correction
and thus need to be included in the fit. The solid line represents a power-law fit,
the slope of which is indicated in the figure.

Figure 10. Histograms of the slope of the PCA pseudo-structure function
obtained from GRS clouds, and the exponent βv of the turbulent spectrum
obtained from the calibration derived from fBms with purely lognormal PDFs.
The errors in the legend correspond to the standard deviation of the distributions.
The black histogram was derived using the FWHM of the beam as the resolution
limit (fiducial case). The purple, red, and blue histograms show the histogram
of αPCA derived with resolution limits defined as the 1σ , 3σ and 2 × FWHM
widths of the beam, respectively. The corresponding mean PCA slopes and βv

are also indicated for each case.
(A color version of this figure is available in the online journal.)

bisector fit to the PCA composite structure function shown in
Figure 11 yields αPCA = 0.60 ± 0.2.

7.5. Estimation of the Density Dispersion of
GRS Molecular Clouds

Since the measured value of αPCA is unstable above σs ≈ 2,
it is worthwhile to try to estimate plausible values of σs that

Figure 11. Composite PCA pseudo-structure function (composed of all the
spatial and velocity scales detected in all 367 GRS molecular clouds) shown as
a density of points. The dashed line indicates a power law of slope 0.62, the
average slope of the PCA pseudo-structure function in the GRS sample, and the
solid line shows a bisector fit with slope αPCA = 0.6.
(A color version of this figure is available in the online journal.)

may be present in the GRS cloud sample to gauge the possible
effects of high density dispersion on our results. Models of
driven turbulence suggest that the density dispersion is related
to the three-dimensional rms Mach number (M) as follows:
σn/〈n〉 = bM, where b is a constant depending on the nature
of the turbulent driving. For solenoidal forcing, b ≈ 1/3 (Price
et al. 2011), whereas for compressive forcing, b ≈ 1 (Federrath
et al. 2008). There are very few observationally determined
values of b, but existing measurements favor b ≈ 0.5 (Brunt
2010), indicating a mixture of solenoidal and compressive
forcing.

Assuming a lognormal PDF, so that σs =
√

ln(1 + (σn/〈n〉)2,
and with a specified kinetic temperature, T and mean molecular
mass, m, we can derive a relation between the one-dimensional
velocity standard deviation, σv,1D, and σs as follows:

σs =
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Here, we have used M = σv,3D/cs , where cs =
√

kT /m is
the sound speed, and have assumed a mean molecular mass of
2.72 times the mass of a hydrogen atom (Hildebrand 1983)
and taken b = 0.5 (Brunt 2010) and T = 10 K (Roman-
Duval et al. 2010) as reference points. The choice of a kinetic
temperature of 10 K is motivated by Figure 6 in Roman-Duval
et al. (2010), where the maximum excitation temperature in a
molecular cloud occurs in the densest regions that are closest to
LTE, and should reflect the actual kinetic temperature of the gas.
We have also assumed isotropy, so that the three-dimensional
velocity standard deviation is σv,3D =

√
3σv,1D.

Values of σv,1D for the GRS cloud sample have already been
measured by Roman-Duval et al. (2010). We have converted
these measurements into estimates of σs for the sample of
367 clouds analyzed here, and the histogram of the resulting
σs values is shown in Figure 12. The histogram peaks near
σs = 2.1, with a tail extending to σs ≈ 2.4. Comparison of the
σs histogram with the HD results in Figure 5 suggests that a
minor overestimation of αPCA may be present in some clouds
as a result of extreme density fluctuations (up to ∼+0.1). In
general though, as long as b = 0.5 and T = 10 K reasonably
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line shows the resolution limit. Scales detected in the 5th and 6th are smaller
than the resolution limit after scale correction, but above it before the correction
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obtained from the calibration derived from fBms with purely lognormal PDFs.
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The black histogram was derived using the FWHM of the beam as the resolution
limit (fiducial case). The purple, red, and blue histograms show the histogram
of αPCA derived with resolution limits defined as the 1σ , 3σ and 2 × FWHM
widths of the beam, respectively. The corresponding mean PCA slopes and βv

are also indicated for each case.
(A color version of this figure is available in the online journal.)

bisector fit to the PCA composite structure function shown in
Figure 11 yields αPCA = 0.60 ± 0.2.

7.5. Estimation of the Density Dispersion of
GRS Molecular Clouds

Since the measured value of αPCA is unstable above σs ≈ 2,
it is worthwhile to try to estimate plausible values of σs that

Figure 11. Composite PCA pseudo-structure function (composed of all the
spatial and velocity scales detected in all 367 GRS molecular clouds) shown as
a density of points. The dashed line indicates a power law of slope 0.62, the
average slope of the PCA pseudo-structure function in the GRS sample, and the
solid line shows a bisector fit with slope αPCA = 0.6.
(A color version of this figure is available in the online journal.)

may be present in the GRS cloud sample to gauge the possible
effects of high density dispersion on our results. Models of
driven turbulence suggest that the density dispersion is related
to the three-dimensional rms Mach number (M) as follows:
σn/〈n〉 = bM, where b is a constant depending on the nature
of the turbulent driving. For solenoidal forcing, b ≈ 1/3 (Price
et al. 2011), whereas for compressive forcing, b ≈ 1 (Federrath
et al. 2008). There are very few observationally determined
values of b, but existing measurements favor b ≈ 0.5 (Brunt
2010), indicating a mixture of solenoidal and compressive
forcing.

Assuming a lognormal PDF, so that σs =
√

ln(1 + (σn/〈n〉)2,
and with a specified kinetic temperature, T and mean molecular
mass, m, we can derive a relation between the one-dimensional
velocity standard deviation, σv,1D, and σs as follows:

σs =
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Here, we have used M = σv,3D/cs , where cs =
√

kT /m is
the sound speed, and have assumed a mean molecular mass of
2.72 times the mass of a hydrogen atom (Hildebrand 1983)
and taken b = 0.5 (Brunt 2010) and T = 10 K (Roman-
Duval et al. 2010) as reference points. The choice of a kinetic
temperature of 10 K is motivated by Figure 6 in Roman-Duval
et al. (2010), where the maximum excitation temperature in a
molecular cloud occurs in the densest regions that are closest to
LTE, and should reflect the actual kinetic temperature of the gas.
We have also assumed isotropy, so that the three-dimensional
velocity standard deviation is σv,3D =

√
3σv,1D.

Values of σv,1D for the GRS cloud sample have already been
measured by Roman-Duval et al. (2010). We have converted
these measurements into estimates of σs for the sample of
367 clouds analyzed here, and the histogram of the resulting
σs values is shown in Figure 12. The histogram peaks near
σs = 2.1, with a tail extending to σs ≈ 2.4. Comparison of the
σs histogram with the HD results in Figure 5 suggests that a
minor overestimation of αPCA may be present in some clouds
as a result of extreme density fluctuations (up to ∼+0.1). In
general though, as long as b = 0.5 and T = 10 K reasonably
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where the angle brackets denote a spatial average over the
observed field. Within the inertial range, the structure function
is expected to vary as a power law relationships with τ .
For p = 1,

S1(τ ) = δv = v◦τ
γ , (14)

where γ is the scaling exponent and v◦ is the scaling coeffi-
cient. These parameters correspond to Type 4 size–line width
relationships described by Goodman et al. (1998). The velocity
dispersion1 of an individual cloud is simply the structure func-
tion evaluated at its cloud size, L, such that σv = S1(L) = v◦L

γ .
Cloud-to-cloud size–velocity dispersion relationships, defined
as Type 2 by Goodman et al. (1998), are constructed from the
endpoints of each cloud’s velocity structure function. The exis-
tence of a cloud-to-cloud size–velocity dispersion relationship
identified by SRBY necessarily implies narrow distributions of
the scaling exponent and coefficient, respectively, for all clouds
(Heyer & Brunt 2004). Large variations of v◦ and γ between
clouds would induce a large scatter of points that is inconsistent
with the observations. From Monte Carlo modeling of the scat-
ter of the SRBY size–velocity dispersion relationship, Heyer
& Brunt (2004) constrained the variation of γ and v◦ between
clouds to be less than 20% about the mean values that is indica-
tive of a universal structure function. This universality is also
reflected in the structure functions of individual clouds as de-
rived by Brunt (2003) and Heyer & Brunt (2004) using principal
component analysis.

The Larson scaling relationships are concisely represented
within the plane defined by the gas surface density, Σ, and
the quantity, σv/R

1/2, for a set of GMC properties (see
Equation (10)). This representation assumes a scaling expo-
nent of 1/2 for the structure function of each cloud so that the
ordinate, σv/R

1/2, is equivalent to the scaling coefficient, v◦.
Absolute adherence to universality and all three of Larson’s
scaling relationships for a set of clouds would be ideally repre-
sented by a single point centered at σv/R

1/2 = (πGΣ/5)1/2 for
a constant value of Σ. Given uncertainties in distance and deriv-
ing surface densities, one more realistically expects a cluster of
points at this location. In Figure 7, we show the corresponding
points derived from the GRS data within the SRBY boundaries
(area A1) and the area within the half-power isophote of NH2

(area A2). The vertical error bars displayed in the legend reflect
a 20% uncertainty in the distance to each cloud. As a reference
point, the large triangle denotes the location of the SRBY me-
dian values (σv/R

1/2 = 0.72 km s−1; Σ(H2) = 206 M# pc−2).
The solid line shows the loci of points assuming gravitationally
bound clouds, σv/R

1/2 = (πG/5)1/2Σ1/2, that is nearly identi-
cal to the coefficients used by SRBY. For both considered cloud
areas, the 13CO data points are displaced from this loci of virial
equilibrium. The median virial parameter, αG = Mv,13/MLTE,
is 1.9, where Mv,13 is the virial mass derived from 13CO data
within A1. However, the LTE-derived mass could underestimate
the true cloud mass by factors of 2–3 as suggested in Section 2,
so the derived properties are consistent with a virial parameter
of unity for this sample of clouds.

Figure 7 reveals a systematic variation of v◦ = σv/R
1/2 with

Σ. This trend is separately evident for each area, A1 (open circles)
and A2 (filled circles) with Pearson correlation coefficients 0.48
and 0.65, respectively. For these sample sizes, it is improbable
that these data sets are drawn from a random population. The

4 Cloud-to-cloud size–velocity dispersion relationships use the full velocity
dispersion of the cloud but scaled to the cloud radius, R ∼ L/2. Therefore, the
respective definitions for the coefficient may differ by a factor of ∼2γ .

Figure 7. Variation of the scaling coefficient, v◦ = σv/R
1/2, with mass surface

density derived within the SRBY cloud boundaries (open circles) and the 1/2
maximum isophote of H2 column density (filled circles). The filled triangle
denotes the value derived by SRBY. The solid line shows the loci of points
corresponding to gravitationally bound clouds. There is a dependence of the
coefficient with mass surface density in contrast to Larson’s velocity scaling
relationship. The error bars in the legend reflect a 20% uncertainty of the
distance to each cloud.

dependence of σv/R
1/2 on Σ signals a departure from the uni-

versality of the velocity structure function of clouds. It implies
a necessary modification to Larson’s scaling relationships but
one that is compatible with the rather basic premise of gravita-
tional equilibrium as described in Equation (10). The measured
variation of v◦ = σv/R

1/2 is larger than the values derived by
Heyer & Brunt (2004) owing to the larger intrinsic scatter in the
size–velocity dispersion relationship determined from the GRS
data.

The dependence of σv/R
1/2 on Σ may not have been recog-

nized in previous studies owing to a limited range of surface
densities in the observed samples, or the use of a less reliable
tracer of molecular gas column density, or simply not considered
given the long-standing acceptance of Larson’s scaling relation-
ships. The fidelity of the GRS data provides an excellent relative,
if not absolute, measure of gas surface density that allows this
relationship to be recognized. We note that this relationship is
algebraically imposed when deriving surface densities from the
virial mass, Σ = Mvir/πR2 ∝ σ 2

v /R, as calculated by SRBY.
However, as shown in Figure 8, the relationship is even evident
in the SRBY defined properties when using the mean 12CO sur-
face brightness and CO to H2 conversion factor as a measure
of gas surface density, Σ = XCOLCO,SRBY/Ω1D

2, where Ω1
is the solid angle of the cloud corresponding to A1 and D is
the distance. Moreover, the scaling between σv/R

1/2 and Σ is
also present in the sample of extragalactic GMCs tabulated by
Bolatto et al. (2008; filled squares in Figure 8). The presence of
this scaling within these independent data sets offers a powerful
verification that the velocity dispersion of a cloud depends on
both the spatial scale of the emitting area and the mass surface
density.

3.2. GMC Dynamics

Descriptions of cloud dynamics must consider the nature and
origin of the observed supersonic motions in GMCs. While
much of the theoretical effort has focused on the scaling
exponent of the power spectrum or structure function of the

normalization of 
linewidth-size relation 
seems to depend on 
column density



Larson 
Relations

Shetty et al. (2012, MNRAS, 425, 720)

normalization of 
linewidth-size relation 
also depends on 
environment

The linewidth–size relationship in the CMZ 727

computed in the same manner used to define the sizes of the dendro-
gram structures, R =

√
A/π = L/

√
π, where L is the length of one

side of a face of the cube lying on the 2D plane spanning the spatial
dimensions of the PPV cube. The extent of the spheres and cubes
along the velocity dimension of the PPV cube is rather arbitrarily
chosen. The measured velocity dispersion simply scales with the
velocity extent over which it is measured. For the cubes considered
in Fig. 7, we simply set the extent in the number of channels to be
equal to the number of spatial pixels defining the cube. Similarly,
for the sphere the number of spatial pixels defining the ‘radius’ sets
the extent in velocity. Had we increased the extent in velocity, the
cube would instead be a cuboid (a 3D rectangle), and the sphere
would be a cylindrical region oriented parallel to the velocity axis,
with semispherical ends. Yet, the size would remain the same, due
to its working definition. Clearly, for the cubes and spheres in Fig. 7
as we have defined them the measured linewidths are dependent on
the spectral resolution of the data set.

In general, the precise manner in which the sizes are defined will
affect any inferred σ–R relationship, as discussed previously by
Ballesteros-Paredes & Mac Low (2002) and Shetty et al. (2010).
Therefore, such caveats must not be ignored in interpreting any
apparent relationship. Bearing these caveats in mind, Fig. 7 still
reveals a few interesting properties.

First, the σ–R relationship measured using spheres is similar to
that derived from dendrograms on the smaller scales where R !
5 pc, but diverges at larger scales. Given our definition of a sphere
and cube, along with our uncertainty estimates of the size (2 pc) and
dispersion (2 km s−1), σ scales (almost exactly) linearly with R.
The σ–R relationship recovered from the spheres falls within the 95
per cent HDI of the Bayesian predicted σ values. Given the Mopra
resolution, it is therefore difficult to distinguish a σ–R relationship
obtained using the projected morphology of the structures, where
the most likely index b < 1, from that derived through randomly
extracted spherical regions as we have defined it here, which results
in an index b ≈ 1. Indeed, that a linear relationship falls within
the 95 per cent HDI of all the tracers (see Table 2) already alludes
to this conclusion. Within the uncertainties, the indistinguishability
between the σ–R trends measured using the projected morphol-
ogy of structures or using simple spheres indicates that there is
some class of shapes – which relates the spatial and spectral extent
of clouds – which would all recover the underlying linewidth–size
relationship. This may be why previous efforts using different struc-
ture identification schemes of GC clouds have found similar results
(e.g. Oka et al. 1998, 2001; Miyazaki & Tsuboi 2000).

Secondly, the cubic σ–R relationship systematically recovers
higher linewidths than the spherical case, though the trend is still
linear. These linewidths occur beyond the 95 per cent HDI, sug-
gesting that linewidth measured in cubic region cannot reproduce
the original dendrogram-derived σ–R relationship. The offset by
itself is not surprising, since the cubic regions contain a larger num-
ber of zones at velocities towards the edges of the defined region,
thereby increasing the number of velocities with large differences
from the mean value, correspondingly increasing the dispersion.
However, taken together with the offset between the spherical and
dendrogram-defined regions, there is an unambiguous decrease in
linewidth from the cubes to the dendrograms. The variation may
be reflective of the role of turbulence, and the coherent velocities it
generates, in sculpting dense structures in the ISM.

The shapes of structures formed in the ISM are likely to be gov-
erned by the nature of the turbulence. We have shown that it would
be difficult to distinguish between the σ–R relationship derived
considering spherical structures or a more standard approach using

Figure 8. Comparison of the linewidth and size of structures traced by
N2H+ (black circles) and HCN (red squares) in the GC with 13CO features
from the Milky Way MC Perseus. The lower dashed line is the best-fitting
relationship from Solomon et al. (1987), σ = 0.7R0.5. The upper dashed line
is the same relationship, but where the coefficient is 3.6.

the morphology of the structures. However, as shown in Fig. 7, the
shape of the structures do matter, and arbitrary shapes with similar
sizes cannot generally reproduce the observed trend. Detailed anal-
ysis of the shapes of the structures, perhaps including more robust
definitions of the ‘size’, may shed light on this issue. One possible
avenue is the use of a ‘volume’ instead of size, for which 3D sim-
ulations of the ISM may aid in understanding how the shapes and
extents of structures in the PPV cube are correlated with the true
spatial morphology.

4.3 Comparison with Milky Way GMCs

Since the seminal work by Larson (1981), the linewidth–size re-
lationship of the local ISM has been extensively measured. It has
played a central role in theoretical efforts to explain the star forma-
tion process (e.g. Krumholz & McKee 2005; Padoan & Nordlund
2011, see Mac Low & Klessen 2004; McKee & Ostriker 2007 and
references therein). Given the uniform trends shown in Fig. 2, along
with the results from local ISM studies, we are in a position to per-
form a comparison between the two environments.

As a first comparison, and to validate our measurement approach,
we compute the size–linewidth relationship from the dendrograms
of 13CO observations of the Perseus MC. Optically thin 13CO emis-
sion traces both the diffuse molecular gas, as well as dense filaments
and cores, within GMCs. It is therefore analogous to the dense gas
tracers we consider for the CMZ, within which molecular gas is
pervasive. Fig. 8 shows the N2H+ and HCN σ–R relationship in
the CMZ, along with the trend measured in Perseus. The (χ2) best-
fitting line to the Perseus data is σ = 0.62R0.54. This relationship
is similar to the best fit derived by Solomon et al. (1987),6 σ =
0.7R0.5, and is shown as the lower dashed line in Fig. 8.

Clearly, the σ −R trend in the GC is similar to the local ISM, in
that a comparable power-law index can account for the relationship
across a range in the spatial scale R ∈ 2–40 pc. Yet, there is a sys-
tematic enhancement in dispersions, resulting in a coefficient that

6 As indicated by Heyer et al. (2009), the coefficient must be revised to 0.7
from the value reported by Solomon et al. (1987) due to improved estimates
of the solar galactocentric radius.

C© 2012 The Authors, MNRAS 425, 720–729
Monthly Notices of the Royal Astronomical Society C© 2012 RAS



Larson 
Relations

Shetty et al. (2012, MNRAS, 425, 720)

different tracers give 
different linewidth-size 
relations 

722 R. Shetty et al.

Figure 1. Dendrogram of a hierarchical cloud. Left: simple cloud with three
levels of hierarchical substructure. Right: dendrogram, or structure tree, of
the cloud. Each distinct (closed contour) region is identified as a structure
(vertical lines). Structures on the top of the tree are ‘leaves’. The structures
that enclose multiple higher level contours are ‘branches’, and the structure
that encloses all other structures is a ‘root’.

We provide a brief overview of dendrograms here, and refer the
reader to Rosolowsky et al. (2008) for a more detailed description
of the structure decomposition algorithm. Dendrograms provide a
‘structure tree’ which quantifies the hierarchical nature of any data
set. Consider the cloud depicted in Fig. 1. The cloud is composed of
three different levels, or intensities, with the base level (light blue
structure) enclosing all higher levels. Each structure at a given level
is distinguishable from adjacent structures if a closed iso-intensity
contour can enclose the whole structure. As the intensities of the
features do not merge in a contiguous manner, they are identified
as separate structures. Both structures in the second level enclose
higher intensity regions, which are themselves separated into two
distinct structures.

The structure tree in Fig. 1 maps the hierarchical nature of the
model cloud. Each vertical line corresponds to a distinct structure
in the cloud. Those on the top of the tree are referred to as ‘leaves’.
The lowest level is the ‘root’ of the tree. Any level which encloses
multiple structures requires ‘branches’ to accommodate the hier-
archy. The leaves at the top of the tree show the highest density
structures that do not enclose any further substructure.

The mapping illustrated in Fig. 1 can also be performed for
3D data, such as a PPV cube. Each structure corresponds to an
iso-intensity region in PPV space. Additional information can be
derived from the dendrogram-identified regions. As the structures
from a PPV cube demarcate iso-intensity regions, the velocity dis-
persions σ of this structure may be directly computed. We compute
the intensity-weighted velocity dispersion of each structure

σ =
[∑

Iv(v − v̄)2

∑
Iv

]1/2

, (1)

where the summations are taken over all zones of the identified
structures, Iv is the line intensity, v is the LoS velocity and v̄

is the intensity-weighted mean velocity,
∑

( Ivv)/
∑

Iv . We also
define the size R of each structure using the projected area, R =
(Nproj"x"y/π)1/2, where Nproj is the number of projected pixels
and "x"y is the area of the resolution element.

To ensure that the dendrogram-defined structures are well re-
solved, we exclude any features with R < 2 pc and σ < 2 km s−1.
Since we are interested in the dispersion of the contiguous and dis-
tinct structures, and not the whole ISM in the CMZ, we also only
consider features with R < 40 pc. Such a size limit may further
minimize contamination from the superposition of features along
the LoS. Finally, we also exclude any region that occurs within
three voxels (zones in a PPV data set) from the boundary of the

PPV cubes. Under these conditions, we minimize the likelihood of
identifying features dominated by observational noise, resulting in
well-defined and contiguous structures PPV space. We have adopted
a uniform ‘dendrogramming’ strategy such that each structure con-
tains at least 50 voxels. This condition ensures that the dendrogram
identifies real extended structures in the PPV cube, which are un-
likely to be purely noisy features. From the measured value of σ

and R, we can now assess the linewidth–size relationship of the
ensemble of dendrogram-defined structures.

3 TH E L I N E W I D T H – S I Z E R E L AT I O N S H I P
I N THE CMZ

Fig. 2 shows the σ–R relationship of the dendrogram-defined struc-
tures from the N2H+, HCN, H13CN and HCO+ observations of the
CMZ. The largest structures identified in each tracer all have disper-
sions of 20–30 km s−1, which is equivalent to the global linewidth of
the CMZ. These structures generally enclose higher level, brighter
features. Towards smaller scales, the dispersions systematically de-
crease, reaching ∼2 km s−1 in structures with R ∼ 2 pc. The open
symbols in Fig. 2 are regions that contain at least one higher level
structure. The closed symbols correspond to the leaves on the top
of the structure tree (see Fig 1). The ensemble of structures exhibit
a systematic decrease in linewidths from the largest scale structures
to the smallest, brightest features in all the observed lines.

That the structures in all tracers span a limited region in σ–R
space, as well as depict similar trends, provides confidence that
the apparent σ–R relationship in Fig. 2 is real. N2H+ has a critical
density of ∼105 cm−3 and is a good tracer of cold, dense cores. HCN
and HCO+ trace more extended dense gas in the ISM (see fig. 2 in
Jones et al. 2012), with similar critical densities for each J = 1–0
emission line. They can be moderately optically thick in the CMZ, as
analysed by Jones et al. (2012). Hence, we perform the analysis on
the weaker, but optically thin H13CN line, obtaining essentially the
same results; this indicates that optical depth has not significantly
biased the trends. Both HCN and N2H+ exhibit hyperfine splitting,

Figure 2. Linewidth–size relationship in the CMZ, as measured within
dendrogram-identified structures in N2H+, HCN, H13CN and HCO+. Filled
symbols correspond to ‘leaves’ that do not enclose additional higher level
structures. Open symbols are structures that do contain higher level struc-
tures. Lines show the best (χ2) power-law fits.
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Only ONE of the two Larson 
relation appears real (in the 
sense that it exists for the real 
3D clumps)
Density size relation is likely not 
to exist in 3D data, but is only 
observed in projected data due 
to limited dynamic range of 
tracer molecules (corresponding 
to a roughly constant column 
density)
Velocity size relation may exist 
in real 3D data (but may only be 
marginal).

Richard Larson  (1981, MNRAS, 184, 809)



ρ-PDF - Mach number relation

Federrath et al. (2010, A&A 512, A81)

• turbulence in compressible fluids and gases 
induces density variations

• there is a close relation between the width 
of the density PDF and the rms Mach number

• it is more natural to look at
the PDF is roughly log-normal around the peak 
of the distribution

• note, one can convert between volume and 
mass weighted distributions via 
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Figure 1. rms Mach number of all simulations as a function of the dynamical
timescale, calculated by averaging over all grid cells for both types of forcing.
(A color version of this figure is available in the online journal.)

the Euler equation with a stochastic forcing term F per unit mass

∂v
∂t

+ (v · ∇)v = −∇p

ρ
+ F, (3)

and the equation of state

p = κρΓ, (4)

where v is the velocity field, s = ln(ρ/ 〈ρ〉V ) is the natural
logarithm of the mass density ρ, cs is the sound speed, p is
the pressure, and Γ is the adiabatic index. Since isothermal
gas is assumed throughout this study, Γ = 1, the pressure,
p = ρc2

s , is proportional to the mass density with a fixed sound
speed cs. These simulations are scale free, so we set 〈ρ〉V = 1,
cs = 1, and the box size of the simulation L = 1. The numer-
ical simulations are set to evolve for 10 dynamical timescales
T = L/ (2Mcs), where M = vr.m.s./cs is the rms Mach num-
ber of the simulations with the rms velocity vr.m.s.. All relevant
quantities are stored in intervals of 0.1T . The stochastic forc-
ing field F has an autocorrelation time equal to the dynamical
timescale on the injection scale, which depends on the resulting
rms Mach number of the simulation in the state of statisti-
cally stationary, fully developed turbulence. The forcing field is
constructed in Fourier space such that the kinetic energy is in-
jected on the largest scales, where 1 < kL/2π < 3 and it varies
smoothly in space and time. To analyze the influence of different
modes of the forcing field, we use projection tensors in Fourier
space to get a purely divergence-free, ∇ · F = 0, solenoidal
or a purely curl-free, ∇ × F = 0, compressive vector field for
the forcing. We adjust the amplitude of the forcing such that
we have M = 0.1, 0.5, 2, 5.5, 15 for both types of forcing in
the stationary state of fully developed turbulence. To investigate
the effects of numerical viscosity, we study simulations at dif-
ferent resolutions: 1283, 2563, 5123, and 10243. The parameters
of these simulations are described in Konstandin et al. (2012),
and a detailed description of the forcing is presented in Schmidt
et al. (2009) and Federrath et al. (2010).

3. RESULTS

Figure 1 shows the time evolution ofM in all simulations. The
fluid reaches the equilibrium state of fully developed turbulence
after about two turbulent crossing times t ≈ 2 T . We thus
average all the following analyses for 2 ! t/T .
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Figure 2. Mass-weighted and volume-weighted PDFs of the logarithm of the
mass density in the simulations with M = 5.5, 10243 grid cells and both types
of forcing.
(A color version of this figure is available in the online journal.)

3.1. Volume-weighted and Mass-weighted
Probability Density Functions

It is well known that the PDF of the logarithm of the mass
density p(s) in a turbulent, isothermal medium is close to a
Gaussian distribution (see, e.g., Vazquez-Semadeni 1994; Passot
et al. 1994; Padoan et al. 1997; Klessen 2000; Kritsuk et al. 2007;
Federrath et al. 2008; Konstandin et al. 2012):

p(s) = 1√
2πσs

exp
(−(s − 〈s〉)2

2σ 2
s

)
. (5)

Li et al. (2003) showed with the assumption of a Gaussian,
volume-weighted PDF of s that the mass-weighted PDF of s is
also Gaussian with the same std. dev. and with a shifted mean
value,

〈s〉V = −〈s〉M = −σs
2

2
. (6)

Figure 2 shows the volume- and mass-weighted PDFs (the
volume-weighted PDF is shifted by 〈s〉M − 〈s〉V = σ 2

s for
better comparison) for the simulation with M = 5.5 for
both types of forcing. The PDFs are averaged over 81 time
snapshots in the state of fully developed stationary turbulence
for t " 2T and the error bars indicate the std. dev. of the
temporal fluctuations. The variance of the volume-weighted
PDFs is larger than that of the mass-weighted distributions. This
effect is stronger for the compressive than for the solenoidal
forcing. The volume-weighted PDFs show a larger variation
with time in the low-density wing of the distribution than the
mass-weighted distributions. This low-density wing also shows
higher probabilities than one would expect from the underlying
Gaussian distribution extrapolated from the high-density wing.
This effect is stronger for the compressive than for the solenoidal
forcing. We assume that this behavior is caused by our forcing
scheme. As the time correlation of the forcing field is equal
to the dynamic timescale on the largest scales, the forcing has
enough time to produce very low densities in large regions of
diverging flows. This process causes the volume-weighted PDF
of s to have a tail at low densities with higher probabilities than
the distribution for the case of turbulence, which is not driven on
the largest scales. As this effect is proportional to the amplitude
of the forcing field, which increases more strongly than M in
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ABSTRACT

The probability density function of the gas density in subsonic and supersonic, isothermal, driven turbulence is
analyzed using a systematic set of hydrodynamical grid simulations with resolutions of up to 10243 cells. We
perform a series of numerical experiments with root-mean-square (rms) Mach number M ranging from the nearly
incompressible, subsonic (M = 0.1) to the highly compressible, supersonic (M = 15) regime. We study the
influence of two extreme cases for the driving mechanism by applying a purely solenoidal (divergence-free) and
a purely compressive (curl-free) forcing field to drive the turbulence. We find that our measurements fit the linear
relation between the rms Mach number and the standard deviation (std. dev.) of the density distribution in a wide
range of Mach numbers, where the proportionality constant depends on the type of forcing. In addition, we propose a
new linear relation between the std. dev. of the density distribution σρ and that of the velocity in compressible
modes, i.e., the compressible component of the rms Mach number, Mcomp. In this relation the influence of the
forcing is significantly reduced, suggesting a linear relation between σρ and Mcomp, independent of the forcing,
and ranging from the subsonic to the supersonic regime.

Key words: hydrodynamics – ISM: kinematics and dynamics – ISM: structure – methods: numerical –
shock waves – turbulence

Online-only material: color figures

1. INTRODUCTION

Understanding the intricate interplay between interstellar
turbulence and self-gravity is one of the key problems in
star formation theory. The supersonic turbulent velocity field
is likely responsible for the complex and filamentary density
structures observed in molecular clouds. It creates dense regions
that can become gravitationally unstable and collapse into dense
cores, and eventually turn into new stars (Elmegreen & Scalo
2004; Mac Low & Klessen 2004; McKee & Ostriker 2007).
Statistical quantities describing this process, such as the initial
mass function (IMF), the core mass function (CMF; Padoan &
Nordlund 2002; Hennebelle & Chabrier 2008, 2009), and the
star formation rate (Hennebelle & Chabrier 2011; Padoan &
Nordlund 2011) depend on the standard deviation (std. dev.) of
the density of the molecular cloud. The pioneering works of
Padoan et al. (1997) and Passot & Vázquez-Semadeni (1998)
have shown that the std. dev. σρ of the probability density
function (PDF) of the mass density grows proportionally to the
root-mean-square (rms) Mach number M of the turbulent flow,

σρ/〈ρ〉V = bM, (1)

where 〈ρ〉V is the volume-weighted mean density and b is a
proportionality constant. A solid understanding of the interplay
between the highly turbulent velocity field and the resulting
statistical properties of the density distribution is not just im-
portant for models of star formation theory, but also for other
fields of astrophysics, such as the diffuse interstellar medium
(e.g., Hill et al. 2008; Burkhart et al. 2010; Gaensler et al.
2011), galaxy evolution (e.g., Bigiel et al. 2008), or galactic and
protogalactic dynamos (e.g., Beck 1996; Schober et al. 2012).
Federrath et al. (2008, 2010) explained the dependence of σρ

on b by taking into account the modes of the forcing that drive
the turbulent velocity field. This model predicts b = 1/3, for
purely solenoidal forcing, and b = 1 for purely compressive
forcing, and explains the large deviations of b ranging from
b = 0.26 to b = 1.05 in previous works (e.g., Padoan et al. 1997;
Passot & Vázquez-Semadeni 1998; Li et al. 2003; Kritsuk et al.
2007; Beetz et al. 2008; Schmidt et al. 2009; Price et al. 2011;
Burkhart & Lazarian 2012; Konstandin et al. 2012; Molina et al.
2012). We follow up on this work and discuss the physical ori-
gin of this dependence, and introduce a new relation, similar
to Equation (1), correlating the compressible component of the
rms Mach number Mcomp with σρ .

In Section 2 we explain our numerical setup. We analyze the
influence of measuring mass-weighted and volume-weighted
distributions in Section 3.1, the influence of the resolution on our
measurements in Section 3.2, and the PDFs of the mass density
and the compressible part of the velocity field in Section 3.3. In
Section 3.4 we present the linear relations between the std. dev.
of the mass density and the rms Mach number. In Section 3.5
we discuss the new relation between the std. dev. of the mass
density and that of the compressible part of the velocity field. A
summary of our results and conclusions is given in Section 4.

2. SIMULATIONS AND METHODS

We use the piecewise parabolic method (Colella & Woodward
1984) implemented in the grid code FLASH3 (Fryxell et al.
2000; Dubey et al. 2008) to solve the hydrodynamical equations
on a uniform three-dimensional grid. These equations are the
continuity equation

∂ρ

∂t
+ (v · ∇)ρ = −ρ∇ · v, (2)
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Figure 1. rms Mach number of all simulations as a function of the dynamical
timescale, calculated by averaging over all grid cells for both types of forcing.
(A color version of this figure is available in the online journal.)

the Euler equation with a stochastic forcing term F per unit mass

∂v
∂t

+ (v · ∇)v = −∇p

ρ
+ F, (3)

and the equation of state

p = κρΓ, (4)

where v is the velocity field, s = ln(ρ/ 〈ρ〉V ) is the natural
logarithm of the mass density ρ, cs is the sound speed, p is
the pressure, and Γ is the adiabatic index. Since isothermal
gas is assumed throughout this study, Γ = 1, the pressure,
p = ρc2

s , is proportional to the mass density with a fixed sound
speed cs. These simulations are scale free, so we set 〈ρ〉V = 1,
cs = 1, and the box size of the simulation L = 1. The numer-
ical simulations are set to evolve for 10 dynamical timescales
T = L/ (2Mcs), where M = vr.m.s./cs is the rms Mach num-
ber of the simulations with the rms velocity vr.m.s.. All relevant
quantities are stored in intervals of 0.1T . The stochastic forc-
ing field F has an autocorrelation time equal to the dynamical
timescale on the injection scale, which depends on the resulting
rms Mach number of the simulation in the state of statisti-
cally stationary, fully developed turbulence. The forcing field is
constructed in Fourier space such that the kinetic energy is in-
jected on the largest scales, where 1 < kL/2π < 3 and it varies
smoothly in space and time. To analyze the influence of different
modes of the forcing field, we use projection tensors in Fourier
space to get a purely divergence-free, ∇ · F = 0, solenoidal
or a purely curl-free, ∇ × F = 0, compressive vector field for
the forcing. We adjust the amplitude of the forcing such that
we have M = 0.1, 0.5, 2, 5.5, 15 for both types of forcing in
the stationary state of fully developed turbulence. To investigate
the effects of numerical viscosity, we study simulations at dif-
ferent resolutions: 1283, 2563, 5123, and 10243. The parameters
of these simulations are described in Konstandin et al. (2012),
and a detailed description of the forcing is presented in Schmidt
et al. (2009) and Federrath et al. (2010).

3. RESULTS

Figure 1 shows the time evolution ofM in all simulations. The
fluid reaches the equilibrium state of fully developed turbulence
after about two turbulent crossing times t ≈ 2 T . We thus
average all the following analyses for 2 ! t/T .
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Figure 2. Mass-weighted and volume-weighted PDFs of the logarithm of the
mass density in the simulations with M = 5.5, 10243 grid cells and both types
of forcing.
(A color version of this figure is available in the online journal.)

3.1. Volume-weighted and Mass-weighted
Probability Density Functions

It is well known that the PDF of the logarithm of the mass
density p(s) in a turbulent, isothermal medium is close to a
Gaussian distribution (see, e.g., Vazquez-Semadeni 1994; Passot
et al. 1994; Padoan et al. 1997; Klessen 2000; Kritsuk et al. 2007;
Federrath et al. 2008; Konstandin et al. 2012):

p(s) = 1√
2πσs

exp
(−(s − 〈s〉)2

2σ 2
s

)
. (5)

Li et al. (2003) showed with the assumption of a Gaussian,
volume-weighted PDF of s that the mass-weighted PDF of s is
also Gaussian with the same std. dev. and with a shifted mean
value,

〈s〉V = −〈s〉M = −σs
2

2
. (6)

Figure 2 shows the volume- and mass-weighted PDFs (the
volume-weighted PDF is shifted by 〈s〉M − 〈s〉V = σ 2

s for
better comparison) for the simulation with M = 5.5 for
both types of forcing. The PDFs are averaged over 81 time
snapshots in the state of fully developed stationary turbulence
for t " 2T and the error bars indicate the std. dev. of the
temporal fluctuations. The variance of the volume-weighted
PDFs is larger than that of the mass-weighted distributions. This
effect is stronger for the compressive than for the solenoidal
forcing. The volume-weighted PDFs show a larger variation
with time in the low-density wing of the distribution than the
mass-weighted distributions. This low-density wing also shows
higher probabilities than one would expect from the underlying
Gaussian distribution extrapolated from the high-density wing.
This effect is stronger for the compressive than for the solenoidal
forcing. We assume that this behavior is caused by our forcing
scheme. As the time correlation of the forcing field is equal
to the dynamic timescale on the largest scales, the forcing has
enough time to produce very low densities in large regions of
diverging flows. This process causes the volume-weighted PDF
of s to have a tail at low densities with higher probabilities than
the distribution for the case of turbulence, which is not driven on
the largest scales. As this effect is proportional to the amplitude
of the forcing field, which increases more strongly than M in

2

The Astrophysical Journal, 761:149 (7pp), 2012 December 20 Konstandin et al.

10−2

10−1

100

101

102

0 2 4 6 8 10 12

M

τ [T ]

sol
comp

M = 0.1

M = 0.5

M = 2.0

M = 5.5

M = 15

Figure 1. rms Mach number of all simulations as a function of the dynamical
timescale, calculated by averaging over all grid cells for both types of forcing.
(A color version of this figure is available in the online journal.)

the Euler equation with a stochastic forcing term F per unit mass

∂v
∂t

+ (v · ∇)v = −∇p

ρ
+ F, (3)

and the equation of state

p = κρΓ, (4)

where v is the velocity field, s = ln(ρ/ 〈ρ〉V ) is the natural
logarithm of the mass density ρ, cs is the sound speed, p is
the pressure, and Γ is the adiabatic index. Since isothermal
gas is assumed throughout this study, Γ = 1, the pressure,
p = ρc2

s , is proportional to the mass density with a fixed sound
speed cs. These simulations are scale free, so we set 〈ρ〉V = 1,
cs = 1, and the box size of the simulation L = 1. The numer-
ical simulations are set to evolve for 10 dynamical timescales
T = L/ (2Mcs), where M = vr.m.s./cs is the rms Mach num-
ber of the simulations with the rms velocity vr.m.s.. All relevant
quantities are stored in intervals of 0.1T . The stochastic forc-
ing field F has an autocorrelation time equal to the dynamical
timescale on the injection scale, which depends on the resulting
rms Mach number of the simulation in the state of statisti-
cally stationary, fully developed turbulence. The forcing field is
constructed in Fourier space such that the kinetic energy is in-
jected on the largest scales, where 1 < kL/2π < 3 and it varies
smoothly in space and time. To analyze the influence of different
modes of the forcing field, we use projection tensors in Fourier
space to get a purely divergence-free, ∇ · F = 0, solenoidal
or a purely curl-free, ∇ × F = 0, compressive vector field for
the forcing. We adjust the amplitude of the forcing such that
we have M = 0.1, 0.5, 2, 5.5, 15 for both types of forcing in
the stationary state of fully developed turbulence. To investigate
the effects of numerical viscosity, we study simulations at dif-
ferent resolutions: 1283, 2563, 5123, and 10243. The parameters
of these simulations are described in Konstandin et al. (2012),
and a detailed description of the forcing is presented in Schmidt
et al. (2009) and Federrath et al. (2010).

3. RESULTS

Figure 1 shows the time evolution ofM in all simulations. The
fluid reaches the equilibrium state of fully developed turbulence
after about two turbulent crossing times t ≈ 2 T . We thus
average all the following analyses for 2 ! t/T .
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Figure 2. Mass-weighted and volume-weighted PDFs of the logarithm of the
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3.1. Volume-weighted and Mass-weighted
Probability Density Functions

It is well known that the PDF of the logarithm of the mass
density p(s) in a turbulent, isothermal medium is close to a
Gaussian distribution (see, e.g., Vazquez-Semadeni 1994; Passot
et al. 1994; Padoan et al. 1997; Klessen 2000; Kritsuk et al. 2007;
Federrath et al. 2008; Konstandin et al. 2012):

p(s) = 1√
2πσs

exp
(−(s − 〈s〉)2

2σ 2
s

)
. (5)

Li et al. (2003) showed with the assumption of a Gaussian,
volume-weighted PDF of s that the mass-weighted PDF of s is
also Gaussian with the same std. dev. and with a shifted mean
value,

〈s〉V = −〈s〉M = −σs
2

2
. (6)

Figure 2 shows the volume- and mass-weighted PDFs (the
volume-weighted PDF is shifted by 〈s〉M − 〈s〉V = σ 2

s for
better comparison) for the simulation with M = 5.5 for
both types of forcing. The PDFs are averaged over 81 time
snapshots in the state of fully developed stationary turbulence
for t " 2T and the error bars indicate the std. dev. of the
temporal fluctuations. The variance of the volume-weighted
PDFs is larger than that of the mass-weighted distributions. This
effect is stronger for the compressive than for the solenoidal
forcing. The volume-weighted PDFs show a larger variation
with time in the low-density wing of the distribution than the
mass-weighted distributions. This low-density wing also shows
higher probabilities than one would expect from the underlying
Gaussian distribution extrapolated from the high-density wing.
This effect is stronger for the compressive than for the solenoidal
forcing. We assume that this behavior is caused by our forcing
scheme. As the time correlation of the forcing field is equal
to the dynamic timescale on the largest scales, the forcing has
enough time to produce very low densities in large regions of
diverging flows. This process causes the volume-weighted PDF
of s to have a tail at low densities with higher probabilities than
the distribution for the case of turbulence, which is not driven on
the largest scales. As this effect is proportional to the amplitude
of the forcing field, which increases more strongly than M in

2
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Fig. 4. Volume-weighted density PDFs p(s) of the logarithmic den-
sity s = ln(ρ/〈ρ〉) in linear scaling (top panel), which displays the
peak best, and in logarithmic scaling (bottom panel) to depict the low-
and high-density wings. The PDF obtained from compressive forcing
(10243 comp) is significantly wider than the solenoidal one (10243 sol).
The peak is shifted to lower values of the logarithmic density s, be-
cause of mass conservation, defined in Eq. (11). The density PDF from
solenoidal forcing is compatible with a Gaussian distribution. However,
there are also non-Gaussian features present, which are associated with
intermittency effects. These are more prominent in the density PDF ob-
tained from compressive forcing, exhibiting statistically significant de-
viations from a perfect log-normal (fit using Eq. (10) shown as dashed
lines). A skewed log-normal fit (dash-dotted lines) given by Eq. (14)
provides a better representation, but still does not fit the high-density
tail of the PDF obtained for compressive forcing. Both the PDF data
obtained from solenoidal and compressive forcing are best described
as log-normal distributions with higher-order corrections defined in
Eq. (17), which take into account both the non-Gaussian skewness and
kurtosis of the distributions. These fits are shown as solid lines (skew-
kurt-log-normal fit). The first four standardised moments defined in
Eqs. (13) of the distributions in ρ and s are summarised in Table 1 to-
gether with the fit parameters. The grey shaded regions indicate 1-σ er-
ror bars due to temporal fluctuations of the distributions in the regime
of fully developed, supersonic turbulence. A total number of 10243 ×
81 ≈ 1011 data points contribute to each PDF.

dispersion. We can extend this to a modified Gaussian-like dis-
tribution by including higher-order moments:

p(s) = exp
[
a0 + a1s + a2s2 + a3s3 + a4s4 + O(s5)

]
. (17)

Here, the expansion is stopped at the 4th moment. One parameter
is again given by the normalisation, and the remaining four pa-
rameters are related to the mean, dispersion, skewness and kurto-
sis. Fits obtained with this formula are included in Fig. 4 as solid
lines. The fit parameters are listed in Table 1. This new func-
tional form is in good agreement with the data from solenoidal
and compressive forcing, fitting both the peak and the wings
very well. They follow the constraints of mass conservation and
normalisation given by Eqs. (11) and (12). We have computed
the first four moments of the fitted function and find very good
agreement with the first four moments of the actual PDFs.

The fitted parameters a3 and a4, which represent the higher-
order terms tend to zero compared to the standard Gaussian pa-
rameters a0, a1 and a2 (see Table 1). This means that the higher-
order corrections to the standard Gaussian are small. However,
we point out that they are absolutely necessary to obtain a
good analytic representation of the PDF data, given the fact that
Eqs. (11) and (12) must always be fulfilled and that the analytic
PDF should return the correct values of the numerically com-
puted moments of the measured distributions.

In the various independent numerical simulations mentioned
above, the density PDFs were close to log-normal distributions
as in our solenoidal and compressive forcing cases. However,
most of these studies also report considerable deviations from
Gaussian PDFs, which affected mainly the low- and high-density
wings of their distributions. These deviations can be associated
with rare events caused by strong intermittent fluctuations during
head-on collisions of strong shocks and oscillations in very low-
density rarefaction waves (e.g., Passot & Vázquez-Semadeni
1998; Kritsuk et al. 2007). The pronounced deviations from the
log-normal shape of the density PDF for compressively driven
turbulence were also discussed by Schmidt et al. (2009). Even
stronger deviations from log-normal PDFs were reported in
strongly self-gravitating turbulent systems (e.g., Klessen 2000;
Federrath et al. 2008a; Kainulainen et al. 2009).

Intermittency is furthermore inferred from observations,
affecting the wings of molecular line profiles (Falgarone &
Phillips 1990), and the statistics of centroid velocity increments
(Hily-Blant et al. 2008). Goodman et al. (2009) measured col-
umn density PDFs using dust extinction and emission, as well
as molecular lines of gas in the Perseus MC. Using dust ex-
tinction maps, Lombardi et al. (2006) obtained the column den-
sity PDF for the Pipe nebula. The PDFs found in these stud-
ies roughly follow log-normal distributions. However, deviations
from perfect log-normal distributions are clearly present in the
density PDFs obtained in these studies. They typically exhibit
non-Gaussian features. For instance, Lombardi et al. (2006) had
to apply combinations of multiple Gaussian distributions to ob-
tain good agreement with the measured PDF data.

3.3. Density-Mach number correlation and signatures
of intermittency in the density PDFs

As discussed by Passot & Vázquez-Semadeni (1998),
a Gaussian distribution in the logarithm of the density,
i.e., a log-normal distribution in ρ is expected for supersonic,
isothermal turbulent flows. The fundamental assumption be-
hind this model is that density fluctuations are built up by
a hierarchical process. The local density ρ(r, t) at a given
position r is determined by a Markov process, i.e., by the
product ρ(tn) = δ(tn−1)ρ(tn−1) = . . . = δ(t0)ρ(t0) of a large
number of independent random fluctuations δ(tn) > 0 in time
(Vázquez-Semadeni 1994). If these fluctuations were indeed
independent, the quantity s = ln(ρ/〈ρ〉) would be determined
by the sum of this large number of local fluctuations and the
distribution in s becomes a Gaussian distribution according to
the central limit theorem. Since the Eqs. (2) and (3) are invariant
under the transformation s→ s + s0 for an arbitrary constant s0,
the random variable s(tn) should be independent of the local
Mach number, and independent of the density at previous times
tn−1, tn−2, . . . , t0. As pointed out by Vázquez-Semadeni (1994)
and Passot & Vázquez-Semadeni (1998), this independence
breaks down in strong shocks and density extrema, because s0
cannot be arbitrarily high due to mass conservation, and an
upper boundary s+ exists. In consequence, if s+ is reached
locally, the density cannot increase anymore by a subsequent
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the statistically stationary state of fully developed turbulence,
it becomes more important for higher M and the deviations in
the low-density tail influence the calculated std. dev. of these
distributions. This effect is less pronounced when measuring the
mass-weighted distributions, as the very low density grid cells
carry only little mass. We note that there are other potential
processes that could lead to non-Gaussian wings in the PDF,
such as turbulent intermittency or self-gravity (e.g., Klessen
2000; Kritsuk et al. 2007; Burkhart et al. 2009; Federrath et al.
2010).

3.2. Resolution Effects on the Probability Density Functions

Figure 3 shows the mass-weighted PDF of the quantity s
with M = 5.5 and different resolutions. The PDF of s shows
deviations from the Gaussian shape and a dependence on the
resolution only in the high-density tails of the distribution.
We interpret the deviations of our measured PDFs from the
Gaussian distribution in the supersonic regime for both types of
forcing as a sign of numerical dissipation and finite sampling.

In the highly supersonic regime the medium is dominated by
shock fronts, high-density gradients, and strong intermittent
fluctuations, which are building up in the high-density tail and
require high resolution to converge. As the high-density tail
is always truncated due to limited numerical resolution (see
Hennebelle & Audit 2007; Kowal et al. 2007; Kitsionas et al.
2009; Price & Federrath 2010; Federrath et al. 2010), we do
not fully resolve them in the M = 5.5 case and an additional
dissipation occurs. This effect is stronger in the simulations with
compressive forcing and becomes stronger with increasing M
for both types of forcing (not shown here). However, increasing
the resolution has only little influence on the deviations from
the Gaussian distribution in the low-density tail of the mass-
weighted PDFs.

With the assumption of a log–normally distributed mass
density, it can be shown that the std. dev. of the Gaussian-
distributed quantity s is (see Price et al. 2011)

σ 2
s = ln

(
1 + σ 2

ρ

)
. (7)

Figure 4 shows σρ as a function of σs for our volume-weighted
(left panel) and mass-weighted (right panel) distributions. The
volume- and mass-weighted measurements of the std. dev. of s
show increasing deviations from Equation (7) with increasing
M for both types of forcing. However, the deviations are smaller
in the mass-weighted case than in the volume-weighted one. The
assumption of Gaussianity, which is implied in Equation (7), is
better fulfilled for the mass-weighted case. Figure 4 also shows
that our measurements with M = 15 do not converge with
resolution for both types of forcing. They are in agreement
with those of Price et al. (2011), who showed that direct
measurements of σρ show a stronger dependence on resolution
than measurements of σs .

All volume-weighted measurements show a clear trend to-
ward relation (7) with increasing resolution. However, the data
points do not fit relation (7) for M = 15 with solenoidal forc-
ing and in all the supersonic cases with compressive forcing,
although the data points with M = 2 and M = 5.5 with com-
pressive forcing nearly converge with resolution. Considering
that the std. dev. σs,M of the mass-weighted PDF is more com-
patible with the scaling for a log–normal PDF, Equation (7), and
that the resolution dependence of σs,M is weaker than for σs,V ,

Figure 4. Std. dev. of the mass density σρ as a function of the std. dev. of the logarithm of the mass density σs , measured volume-weighted (left panel) and
mass-weighted (right panel). The deviations of the measurements from the black solid lines, Equation (7), quantify the deviations from a log–normally distributed
mass density.
(A color version of this figure is available in the online journal.)
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the statistically stationary state of fully developed turbulence,
it becomes more important for higher M and the deviations in
the low-density tail influence the calculated std. dev. of these
distributions. This effect is less pronounced when measuring the
mass-weighted distributions, as the very low density grid cells
carry only little mass. We note that there are other potential
processes that could lead to non-Gaussian wings in the PDF,
such as turbulent intermittency or self-gravity (e.g., Klessen
2000; Kritsuk et al. 2007; Burkhart et al. 2009; Federrath et al.
2010).

3.2. Resolution Effects on the Probability Density Functions

Figure 3 shows the mass-weighted PDF of the quantity s
with M = 5.5 and different resolutions. The PDF of s shows
deviations from the Gaussian shape and a dependence on the
resolution only in the high-density tails of the distribution.
We interpret the deviations of our measured PDFs from the
Gaussian distribution in the supersonic regime for both types of
forcing as a sign of numerical dissipation and finite sampling.

In the highly supersonic regime the medium is dominated by
shock fronts, high-density gradients, and strong intermittent
fluctuations, which are building up in the high-density tail and
require high resolution to converge. As the high-density tail
is always truncated due to limited numerical resolution (see
Hennebelle & Audit 2007; Kowal et al. 2007; Kitsionas et al.
2009; Price & Federrath 2010; Federrath et al. 2010), we do
not fully resolve them in the M = 5.5 case and an additional
dissipation occurs. This effect is stronger in the simulations with
compressive forcing and becomes stronger with increasing M
for both types of forcing (not shown here). However, increasing
the resolution has only little influence on the deviations from
the Gaussian distribution in the low-density tail of the mass-
weighted PDFs.

With the assumption of a log–normally distributed mass
density, it can be shown that the std. dev. of the Gaussian-
distributed quantity s is (see Price et al. 2011)

σ 2
s = ln

(
1 + σ 2

ρ

)
. (7)

Figure 4 shows σρ as a function of σs for our volume-weighted
(left panel) and mass-weighted (right panel) distributions. The
volume- and mass-weighted measurements of the std. dev. of s
show increasing deviations from Equation (7) with increasing
M for both types of forcing. However, the deviations are smaller
in the mass-weighted case than in the volume-weighted one. The
assumption of Gaussianity, which is implied in Equation (7), is
better fulfilled for the mass-weighted case. Figure 4 also shows
that our measurements with M = 15 do not converge with
resolution for both types of forcing. They are in agreement
with those of Price et al. (2011), who showed that direct
measurements of σρ show a stronger dependence on resolution
than measurements of σs .

All volume-weighted measurements show a clear trend to-
ward relation (7) with increasing resolution. However, the data
points do not fit relation (7) for M = 15 with solenoidal forc-
ing and in all the supersonic cases with compressive forcing,
although the data points with M = 2 and M = 5.5 with com-
pressive forcing nearly converge with resolution. Considering
that the std. dev. σs,M of the mass-weighted PDF is more com-
patible with the scaling for a log–normal PDF, Equation (7), and
that the resolution dependence of σs,M is weaker than for σs,V ,

Figure 4. Std. dev. of the mass density σρ as a function of the std. dev. of the logarithm of the mass density σs , measured volume-weighted (left panel) and
mass-weighted (right panel). The deviations of the measurements from the black solid lines, Equation (7), quantify the deviations from a log–normally distributed
mass density.
(A color version of this figure is available in the online journal.)
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the statistically stationary state of fully developed turbulence,
it becomes more important for higher M and the deviations in
the low-density tail influence the calculated std. dev. of these
distributions. This effect is less pronounced when measuring the
mass-weighted distributions, as the very low density grid cells
carry only little mass. We note that there are other potential
processes that could lead to non-Gaussian wings in the PDF,
such as turbulent intermittency or self-gravity (e.g., Klessen
2000; Kritsuk et al. 2007; Burkhart et al. 2009; Federrath et al.
2010).

3.2. Resolution Effects on the Probability Density Functions

Figure 3 shows the mass-weighted PDF of the quantity s
with M = 5.5 and different resolutions. The PDF of s shows
deviations from the Gaussian shape and a dependence on the
resolution only in the high-density tails of the distribution.
We interpret the deviations of our measured PDFs from the
Gaussian distribution in the supersonic regime for both types of
forcing as a sign of numerical dissipation and finite sampling.

In the highly supersonic regime the medium is dominated by
shock fronts, high-density gradients, and strong intermittent
fluctuations, which are building up in the high-density tail and
require high resolution to converge. As the high-density tail
is always truncated due to limited numerical resolution (see
Hennebelle & Audit 2007; Kowal et al. 2007; Kitsionas et al.
2009; Price & Federrath 2010; Federrath et al. 2010), we do
not fully resolve them in the M = 5.5 case and an additional
dissipation occurs. This effect is stronger in the simulations with
compressive forcing and becomes stronger with increasing M
for both types of forcing (not shown here). However, increasing
the resolution has only little influence on the deviations from
the Gaussian distribution in the low-density tail of the mass-
weighted PDFs.

With the assumption of a log–normally distributed mass
density, it can be shown that the std. dev. of the Gaussian-
distributed quantity s is (see Price et al. 2011)

σ 2
s = ln

(
1 + σ 2

ρ

)
. (7)

Figure 4 shows σρ as a function of σs for our volume-weighted
(left panel) and mass-weighted (right panel) distributions. The
volume- and mass-weighted measurements of the std. dev. of s
show increasing deviations from Equation (7) with increasing
M for both types of forcing. However, the deviations are smaller
in the mass-weighted case than in the volume-weighted one. The
assumption of Gaussianity, which is implied in Equation (7), is
better fulfilled for the mass-weighted case. Figure 4 also shows
that our measurements with M = 15 do not converge with
resolution for both types of forcing. They are in agreement
with those of Price et al. (2011), who showed that direct
measurements of σρ show a stronger dependence on resolution
than measurements of σs .

All volume-weighted measurements show a clear trend to-
ward relation (7) with increasing resolution. However, the data
points do not fit relation (7) for M = 15 with solenoidal forc-
ing and in all the supersonic cases with compressive forcing,
although the data points with M = 2 and M = 5.5 with com-
pressive forcing nearly converge with resolution. Considering
that the std. dev. σs,M of the mass-weighted PDF is more com-
patible with the scaling for a log–normal PDF, Equation (7), and
that the resolution dependence of σs,M is weaker than for σs,V ,

Figure 4. Std. dev. of the mass density σρ as a function of the std. dev. of the logarithm of the mass density σs , measured volume-weighted (left panel) and
mass-weighted (right panel). The deviations of the measurements from the black solid lines, Equation (7), quantify the deviations from a log–normally distributed
mass density.
(A color version of this figure is available in the online journal.)
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the statistically stationary state of fully developed turbulence,
it becomes more important for higher M and the deviations in
the low-density tail influence the calculated std. dev. of these
distributions. This effect is less pronounced when measuring the
mass-weighted distributions, as the very low density grid cells
carry only little mass. We note that there are other potential
processes that could lead to non-Gaussian wings in the PDF,
such as turbulent intermittency or self-gravity (e.g., Klessen
2000; Kritsuk et al. 2007; Burkhart et al. 2009; Federrath et al.
2010).

3.2. Resolution Effects on the Probability Density Functions

Figure 3 shows the mass-weighted PDF of the quantity s
with M = 5.5 and different resolutions. The PDF of s shows
deviations from the Gaussian shape and a dependence on the
resolution only in the high-density tails of the distribution.
We interpret the deviations of our measured PDFs from the
Gaussian distribution in the supersonic regime for both types of
forcing as a sign of numerical dissipation and finite sampling.

In the highly supersonic regime the medium is dominated by
shock fronts, high-density gradients, and strong intermittent
fluctuations, which are building up in the high-density tail and
require high resolution to converge. As the high-density tail
is always truncated due to limited numerical resolution (see
Hennebelle & Audit 2007; Kowal et al. 2007; Kitsionas et al.
2009; Price & Federrath 2010; Federrath et al. 2010), we do
not fully resolve them in the M = 5.5 case and an additional
dissipation occurs. This effect is stronger in the simulations with
compressive forcing and becomes stronger with increasing M
for both types of forcing (not shown here). However, increasing
the resolution has only little influence on the deviations from
the Gaussian distribution in the low-density tail of the mass-
weighted PDFs.

With the assumption of a log–normally distributed mass
density, it can be shown that the std. dev. of the Gaussian-
distributed quantity s is (see Price et al. 2011)

σ 2
s = ln

(
1 + σ 2

ρ

)
. (7)

Figure 4 shows σρ as a function of σs for our volume-weighted
(left panel) and mass-weighted (right panel) distributions. The
volume- and mass-weighted measurements of the std. dev. of s
show increasing deviations from Equation (7) with increasing
M for both types of forcing. However, the deviations are smaller
in the mass-weighted case than in the volume-weighted one. The
assumption of Gaussianity, which is implied in Equation (7), is
better fulfilled for the mass-weighted case. Figure 4 also shows
that our measurements with M = 15 do not converge with
resolution for both types of forcing. They are in agreement
with those of Price et al. (2011), who showed that direct
measurements of σρ show a stronger dependence on resolution
than measurements of σs .

All volume-weighted measurements show a clear trend to-
ward relation (7) with increasing resolution. However, the data
points do not fit relation (7) for M = 15 with solenoidal forc-
ing and in all the supersonic cases with compressive forcing,
although the data points with M = 2 and M = 5.5 with com-
pressive forcing nearly converge with resolution. Considering
that the std. dev. σs,M of the mass-weighted PDF is more com-
patible with the scaling for a log–normal PDF, Equation (7), and
that the resolution dependence of σs,M is weaker than for σs,V ,

Figure 4. Std. dev. of the mass density σρ as a function of the std. dev. of the logarithm of the mass density σs , measured volume-weighted (left panel) and
mass-weighted (right panel). The deviations of the measurements from the black solid lines, Equation (7), quantify the deviations from a log–normally distributed
mass density.
(A color version of this figure is available in the online journal.)
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Figure 6. Std. dev. of the distribution of the mass density (left) and std. dev. of the distribution of the logarithm of the mass density (right) as a function of M (upper
panels) and as a function of Mcomp (lower panels). In the upper panels, the lines correspond to the model of Federrath et al. (2010) with b = 1/3 for solenoidal forcing
and b = 1 for compressive forcing. In the lower panels, the solid lines correspond to a two-parameter fit and the dotted line corresponds to a linear relation between
the std. dev. of the mass density and that of Mcomp with a proportionality constant

√
3.

(A color version of this figure is available in the online journal.)

3.5. Physical Origin of Density Fluctuations
in Turbulent Flows

Looking at the continuity Equation (2), one can argue that
variations of the density can only be caused by the divergence
of the velocity field. Given that a vector field can be decomposed
in a gradient field and a rotation field, and that the divergence
of the rotation field vanishes, we conclude that the density
variations can only be caused by the compressible modes of the
velocity. A similar model has also been suggested by Federrath
et al. (2010), where the parameter b in Equations (1) and (8)
was approximated by the ratio of compressible to total velocity
fluctuations. As we want to understand the physical origin of
the density fluctuations, we replace M and the b-parameter
with Mcomp, in Equation (1), where M is in fact the std. dev.
of the velocity distribution, and b is proportional to the ratio
of compressible to total velocity fluctuations and depends on
the forcing. The lower panels of Figure 6 show the density
fluctuations as a function of Mcomp. The data points show
a clear correlation. The different behavior of the simulations
driven with solenoidal and compressive forcing is significantly
reduced. In Figure 6 we added a function (dotted line) for the
relation σρ =

√
3Mcomp, which is the simplest model for this

relation assuming isotropy. The factor of
√

3 is due to the
fact that we use the distribution of the compressible modes
of the velocity field averaged over the three directions of the

coordinate system,

Mtot
comp =

√
M2

comp, x + M2
comp, y + M2

comp, z

=
√

3Mcomp. (9)

Our simple model fits the data, but shows deviations for the
simulations with solenoidal forcing and the lowest and highest
Mach numbers. The deviations for the M = 15 simulation are
again caused by the resolution dependence of σρ . Additionally,
we perform a fit of our data (black solid line) with two free
parameters,

σρ = α
√

3Mβ
comp, (10)

for the density relation. We obtain a normalization α = 1.0 ± 0.1
and a slope β = 0.85 ± 0.04. For the s-relation we transform
the fitted function with Equation (7). The measurements of the
std. dev. of the density have larger deviations from the model
than those of the std. dev. of s. However, the model fits the
measurements in both cases and provides a good description for
the data points in the subsonic regime with solenoidal forcing,
which are strongly influenced by sound waves. We conclude
that the thermal pressure damps the velocities in compressible
modes in such a way that the relation between the velocities
in compressible modes and the density variations in a turbulent
medium is in a statistical equilibrium state, even if the medium
is strongly influenced by sound waves. The deviation of the
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Looking at the continuity Equation (2), one can argue that
variations of the density can only be caused by the divergence
of the velocity field. Given that a vector field can be decomposed
in a gradient field and a rotation field, and that the divergence
of the rotation field vanishes, we conclude that the density
variations can only be caused by the compressible modes of the
velocity. A similar model has also been suggested by Federrath
et al. (2010), where the parameter b in Equations (1) and (8)
was approximated by the ratio of compressible to total velocity
fluctuations. As we want to understand the physical origin of
the density fluctuations, we replace M and the b-parameter
with Mcomp, in Equation (1), where M is in fact the std. dev.
of the velocity distribution, and b is proportional to the ratio
of compressible to total velocity fluctuations and depends on
the forcing. The lower panels of Figure 6 show the density
fluctuations as a function of Mcomp. The data points show
a clear correlation. The different behavior of the simulations
driven with solenoidal and compressive forcing is significantly
reduced. In Figure 6 we added a function (dotted line) for the
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√
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Mach numbers. The deviations for the M = 15 simulation are
again caused by the resolution dependence of σρ . Additionally,
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for the density relation. We obtain a normalization α = 1.0 ± 0.1
and a slope β = 0.85 ± 0.04. For the s-relation we transform
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std. dev. of the density have larger deviations from the model
than those of the std. dev. of s. However, the model fits the
measurements in both cases and provides a good description for
the data points in the subsonic regime with solenoidal forcing,
which are strongly influenced by sound waves. We conclude
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ρ-PDF - Mach number relation
• turbulence in compressible fluids and gases 

induces density variations

• there is a close relation between the width 
of the density PDF and the rms Mach number

• it is more natural to look at
the PDF is roughly log-normal around the peak 
of the distribution

• note, one can convert between volume and 
mass weighted distributions via 
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Figure 1. rms Mach number of all simulations as a function of the dynamical
timescale, calculated by averaging over all grid cells for both types of forcing.
(A color version of this figure is available in the online journal.)

the Euler equation with a stochastic forcing term F per unit mass

∂v
∂t

+ (v · ∇)v = −∇p

ρ
+ F, (3)

and the equation of state

p = κρΓ, (4)

where v is the velocity field, s = ln(ρ/ 〈ρ〉V ) is the natural
logarithm of the mass density ρ, cs is the sound speed, p is
the pressure, and Γ is the adiabatic index. Since isothermal
gas is assumed throughout this study, Γ = 1, the pressure,
p = ρc2

s , is proportional to the mass density with a fixed sound
speed cs. These simulations are scale free, so we set 〈ρ〉V = 1,
cs = 1, and the box size of the simulation L = 1. The numer-
ical simulations are set to evolve for 10 dynamical timescales
T = L/ (2Mcs), where M = vr.m.s./cs is the rms Mach num-
ber of the simulations with the rms velocity vr.m.s.. All relevant
quantities are stored in intervals of 0.1T . The stochastic forc-
ing field F has an autocorrelation time equal to the dynamical
timescale on the injection scale, which depends on the resulting
rms Mach number of the simulation in the state of statisti-
cally stationary, fully developed turbulence. The forcing field is
constructed in Fourier space such that the kinetic energy is in-
jected on the largest scales, where 1 < kL/2π < 3 and it varies
smoothly in space and time. To analyze the influence of different
modes of the forcing field, we use projection tensors in Fourier
space to get a purely divergence-free, ∇ · F = 0, solenoidal
or a purely curl-free, ∇ × F = 0, compressive vector field for
the forcing. We adjust the amplitude of the forcing such that
we have M = 0.1, 0.5, 2, 5.5, 15 for both types of forcing in
the stationary state of fully developed turbulence. To investigate
the effects of numerical viscosity, we study simulations at dif-
ferent resolutions: 1283, 2563, 5123, and 10243. The parameters
of these simulations are described in Konstandin et al. (2012),
and a detailed description of the forcing is presented in Schmidt
et al. (2009) and Federrath et al. (2010).

3. RESULTS

Figure 1 shows the time evolution ofM in all simulations. The
fluid reaches the equilibrium state of fully developed turbulence
after about two turbulent crossing times t ≈ 2 T . We thus
average all the following analyses for 2 ! t/T .
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Figure 2. Mass-weighted and volume-weighted PDFs of the logarithm of the
mass density in the simulations with M = 5.5, 10243 grid cells and both types
of forcing.
(A color version of this figure is available in the online journal.)

3.1. Volume-weighted and Mass-weighted
Probability Density Functions

It is well known that the PDF of the logarithm of the mass
density p(s) in a turbulent, isothermal medium is close to a
Gaussian distribution (see, e.g., Vazquez-Semadeni 1994; Passot
et al. 1994; Padoan et al. 1997; Klessen 2000; Kritsuk et al. 2007;
Federrath et al. 2008; Konstandin et al. 2012):

p(s) = 1√
2πσs

exp
(−(s − 〈s〉)2

2σ 2
s

)
. (5)

Li et al. (2003) showed with the assumption of a Gaussian,
volume-weighted PDF of s that the mass-weighted PDF of s is
also Gaussian with the same std. dev. and with a shifted mean
value,

〈s〉V = −〈s〉M = −σs
2

2
. (6)

Figure 2 shows the volume- and mass-weighted PDFs (the
volume-weighted PDF is shifted by 〈s〉M − 〈s〉V = σ 2

s for
better comparison) for the simulation with M = 5.5 for
both types of forcing. The PDFs are averaged over 81 time
snapshots in the state of fully developed stationary turbulence
for t " 2T and the error bars indicate the std. dev. of the
temporal fluctuations. The variance of the volume-weighted
PDFs is larger than that of the mass-weighted distributions. This
effect is stronger for the compressive than for the solenoidal
forcing. The volume-weighted PDFs show a larger variation
with time in the low-density wing of the distribution than the
mass-weighted distributions. This low-density wing also shows
higher probabilities than one would expect from the underlying
Gaussian distribution extrapolated from the high-density wing.
This effect is stronger for the compressive than for the solenoidal
forcing. We assume that this behavior is caused by our forcing
scheme. As the time correlation of the forcing field is equal
to the dynamic timescale on the largest scales, the forcing has
enough time to produce very low densities in large regions of
diverging flows. This process causes the volume-weighted PDF
of s to have a tail at low densities with higher probabilities than
the distribution for the case of turbulence, which is not driven on
the largest scales. As this effect is proportional to the amplitude
of the forcing field, which increases more strongly than M in
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ABSTRACT

The probability density function of the gas density in subsonic and supersonic, isothermal, driven turbulence is
analyzed using a systematic set of hydrodynamical grid simulations with resolutions of up to 10243 cells. We
perform a series of numerical experiments with root-mean-square (rms) Mach number M ranging from the nearly
incompressible, subsonic (M = 0.1) to the highly compressible, supersonic (M = 15) regime. We study the
influence of two extreme cases for the driving mechanism by applying a purely solenoidal (divergence-free) and
a purely compressive (curl-free) forcing field to drive the turbulence. We find that our measurements fit the linear
relation between the rms Mach number and the standard deviation (std. dev.) of the density distribution in a wide
range of Mach numbers, where the proportionality constant depends on the type of forcing. In addition, we propose a
new linear relation between the std. dev. of the density distribution σρ and that of the velocity in compressible
modes, i.e., the compressible component of the rms Mach number, Mcomp. In this relation the influence of the
forcing is significantly reduced, suggesting a linear relation between σρ and Mcomp, independent of the forcing,
and ranging from the subsonic to the supersonic regime.

Key words: hydrodynamics – ISM: kinematics and dynamics – ISM: structure – methods: numerical –
shock waves – turbulence
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1. INTRODUCTION

Understanding the intricate interplay between interstellar
turbulence and self-gravity is one of the key problems in
star formation theory. The supersonic turbulent velocity field
is likely responsible for the complex and filamentary density
structures observed in molecular clouds. It creates dense regions
that can become gravitationally unstable and collapse into dense
cores, and eventually turn into new stars (Elmegreen & Scalo
2004; Mac Low & Klessen 2004; McKee & Ostriker 2007).
Statistical quantities describing this process, such as the initial
mass function (IMF), the core mass function (CMF; Padoan &
Nordlund 2002; Hennebelle & Chabrier 2008, 2009), and the
star formation rate (Hennebelle & Chabrier 2011; Padoan &
Nordlund 2011) depend on the standard deviation (std. dev.) of
the density of the molecular cloud. The pioneering works of
Padoan et al. (1997) and Passot & Vázquez-Semadeni (1998)
have shown that the std. dev. σρ of the probability density
function (PDF) of the mass density grows proportionally to the
root-mean-square (rms) Mach number M of the turbulent flow,

σρ/〈ρ〉V = bM, (1)

where 〈ρ〉V is the volume-weighted mean density and b is a
proportionality constant. A solid understanding of the interplay
between the highly turbulent velocity field and the resulting
statistical properties of the density distribution is not just im-
portant for models of star formation theory, but also for other
fields of astrophysics, such as the diffuse interstellar medium
(e.g., Hill et al. 2008; Burkhart et al. 2010; Gaensler et al.
2011), galaxy evolution (e.g., Bigiel et al. 2008), or galactic and
protogalactic dynamos (e.g., Beck 1996; Schober et al. 2012).
Federrath et al. (2008, 2010) explained the dependence of σρ

on b by taking into account the modes of the forcing that drive
the turbulent velocity field. This model predicts b = 1/3, for
purely solenoidal forcing, and b = 1 for purely compressive
forcing, and explains the large deviations of b ranging from
b = 0.26 to b = 1.05 in previous works (e.g., Padoan et al. 1997;
Passot & Vázquez-Semadeni 1998; Li et al. 2003; Kritsuk et al.
2007; Beetz et al. 2008; Schmidt et al. 2009; Price et al. 2011;
Burkhart & Lazarian 2012; Konstandin et al. 2012; Molina et al.
2012). We follow up on this work and discuss the physical ori-
gin of this dependence, and introduce a new relation, similar
to Equation (1), correlating the compressible component of the
rms Mach number Mcomp with σρ .

In Section 2 we explain our numerical setup. We analyze the
influence of measuring mass-weighted and volume-weighted
distributions in Section 3.1, the influence of the resolution on our
measurements in Section 3.2, and the PDFs of the mass density
and the compressible part of the velocity field in Section 3.3. In
Section 3.4 we present the linear relations between the std. dev.
of the mass density and the rms Mach number. In Section 3.5
we discuss the new relation between the std. dev. of the mass
density and that of the compressible part of the velocity field. A
summary of our results and conclusions is given in Section 4.

2. SIMULATIONS AND METHODS

We use the piecewise parabolic method (Colella & Woodward
1984) implemented in the grid code FLASH3 (Fryxell et al.
2000; Dubey et al. 2008) to solve the hydrodynamical equations
on a uniform three-dimensional grid. These equations are the
continuity equation

∂ρ

∂t
+ (v · ∇)ρ = −ρ∇ · v, (2)
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Figure 1. rms Mach number of all simulations as a function of the dynamical
timescale, calculated by averaging over all grid cells for both types of forcing.
(A color version of this figure is available in the online journal.)

the Euler equation with a stochastic forcing term F per unit mass

∂v
∂t

+ (v · ∇)v = −∇p

ρ
+ F, (3)

and the equation of state

p = κρΓ, (4)

where v is the velocity field, s = ln(ρ/ 〈ρ〉V ) is the natural
logarithm of the mass density ρ, cs is the sound speed, p is
the pressure, and Γ is the adiabatic index. Since isothermal
gas is assumed throughout this study, Γ = 1, the pressure,
p = ρc2

s , is proportional to the mass density with a fixed sound
speed cs. These simulations are scale free, so we set 〈ρ〉V = 1,
cs = 1, and the box size of the simulation L = 1. The numer-
ical simulations are set to evolve for 10 dynamical timescales
T = L/ (2Mcs), where M = vr.m.s./cs is the rms Mach num-
ber of the simulations with the rms velocity vr.m.s.. All relevant
quantities are stored in intervals of 0.1T . The stochastic forc-
ing field F has an autocorrelation time equal to the dynamical
timescale on the injection scale, which depends on the resulting
rms Mach number of the simulation in the state of statisti-
cally stationary, fully developed turbulence. The forcing field is
constructed in Fourier space such that the kinetic energy is in-
jected on the largest scales, where 1 < kL/2π < 3 and it varies
smoothly in space and time. To analyze the influence of different
modes of the forcing field, we use projection tensors in Fourier
space to get a purely divergence-free, ∇ · F = 0, solenoidal
or a purely curl-free, ∇ × F = 0, compressive vector field for
the forcing. We adjust the amplitude of the forcing such that
we have M = 0.1, 0.5, 2, 5.5, 15 for both types of forcing in
the stationary state of fully developed turbulence. To investigate
the effects of numerical viscosity, we study simulations at dif-
ferent resolutions: 1283, 2563, 5123, and 10243. The parameters
of these simulations are described in Konstandin et al. (2012),
and a detailed description of the forcing is presented in Schmidt
et al. (2009) and Federrath et al. (2010).

3. RESULTS

Figure 1 shows the time evolution ofM in all simulations. The
fluid reaches the equilibrium state of fully developed turbulence
after about two turbulent crossing times t ≈ 2 T . We thus
average all the following analyses for 2 ! t/T .
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Probability Density Functions

It is well known that the PDF of the logarithm of the mass
density p(s) in a turbulent, isothermal medium is close to a
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et al. 1994; Padoan et al. 1997; Klessen 2000; Kritsuk et al. 2007;
Federrath et al. 2008; Konstandin et al. 2012):
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2πσs

exp
(−(s − 〈s〉)2
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)
. (5)

Li et al. (2003) showed with the assumption of a Gaussian,
volume-weighted PDF of s that the mass-weighted PDF of s is
also Gaussian with the same std. dev. and with a shifted mean
value,

〈s〉V = −〈s〉M = −σs
2

2
. (6)

Figure 2 shows the volume- and mass-weighted PDFs (the
volume-weighted PDF is shifted by 〈s〉M − 〈s〉V = σ 2

s for
better comparison) for the simulation with M = 5.5 for
both types of forcing. The PDFs are averaged over 81 time
snapshots in the state of fully developed stationary turbulence
for t " 2T and the error bars indicate the std. dev. of the
temporal fluctuations. The variance of the volume-weighted
PDFs is larger than that of the mass-weighted distributions. This
effect is stronger for the compressive than for the solenoidal
forcing. The volume-weighted PDFs show a larger variation
with time in the low-density wing of the distribution than the
mass-weighted distributions. This low-density wing also shows
higher probabilities than one would expect from the underlying
Gaussian distribution extrapolated from the high-density wing.
This effect is stronger for the compressive than for the solenoidal
forcing. We assume that this behavior is caused by our forcing
scheme. As the time correlation of the forcing field is equal
to the dynamic timescale on the largest scales, the forcing has
enough time to produce very low densities in large regions of
diverging flows. This process causes the volume-weighted PDF
of s to have a tail at low densities with higher probabilities than
the distribution for the case of turbulence, which is not driven on
the largest scales. As this effect is proportional to the amplitude
of the forcing field, which increases more strongly than M in
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and the equation of state
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ferent resolutions: 1283, 2563, 5123, and 10243. The parameters
of these simulations are described in Konstandin et al. (2012),
and a detailed description of the forcing is presented in Schmidt
et al. (2009) and Federrath et al. (2010).

3. RESULTS

Figure 1 shows the time evolution ofM in all simulations. The
fluid reaches the equilibrium state of fully developed turbulence
after about two turbulent crossing times t ≈ 2 T . We thus
average all the following analyses for 2 ! t/T .
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Figure 2. Mass-weighted and volume-weighted PDFs of the logarithm of the
mass density in the simulations with M = 5.5, 10243 grid cells and both types
of forcing.
(A color version of this figure is available in the online journal.)

3.1. Volume-weighted and Mass-weighted
Probability Density Functions

It is well known that the PDF of the logarithm of the mass
density p(s) in a turbulent, isothermal medium is close to a
Gaussian distribution (see, e.g., Vazquez-Semadeni 1994; Passot
et al. 1994; Padoan et al. 1997; Klessen 2000; Kritsuk et al. 2007;
Federrath et al. 2008; Konstandin et al. 2012):

p(s) = 1√
2πσs

exp
(−(s − 〈s〉)2

2σ 2
s

)
. (5)

Li et al. (2003) showed with the assumption of a Gaussian,
volume-weighted PDF of s that the mass-weighted PDF of s is
also Gaussian with the same std. dev. and with a shifted mean
value,

〈s〉V = −〈s〉M = −σs
2

2
. (6)

Figure 2 shows the volume- and mass-weighted PDFs (the
volume-weighted PDF is shifted by 〈s〉M − 〈s〉V = σ 2

s for
better comparison) for the simulation with M = 5.5 for
both types of forcing. The PDFs are averaged over 81 time
snapshots in the state of fully developed stationary turbulence
for t " 2T and the error bars indicate the std. dev. of the
temporal fluctuations. The variance of the volume-weighted
PDFs is larger than that of the mass-weighted distributions. This
effect is stronger for the compressive than for the solenoidal
forcing. The volume-weighted PDFs show a larger variation
with time in the low-density wing of the distribution than the
mass-weighted distributions. This low-density wing also shows
higher probabilities than one would expect from the underlying
Gaussian distribution extrapolated from the high-density wing.
This effect is stronger for the compressive than for the solenoidal
forcing. We assume that this behavior is caused by our forcing
scheme. As the time correlation of the forcing field is equal
to the dynamic timescale on the largest scales, the forcing has
enough time to produce very low densities in large regions of
diverging flows. This process causes the volume-weighted PDF
of s to have a tail at low densities with higher probabilities than
the distribution for the case of turbulence, which is not driven on
the largest scales. As this effect is proportional to the amplitude
of the forcing field, which increases more strongly than M in

2
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Figure 5. Mass-weighted PDFs of the logarithm of the mass density (left panels) and the compressible part of the local Mach number (right panels) for different M,
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(A color version of this figure is available in the online journal.)
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ρ-PDF - Mach number relation
• this relation also depends 

on the magnetic field strength

• the width of the density PDF
now depends on the rms Alfvenic
Mach number

where B ∝ ρ1/2  is assumed

The σ s–M relation in supersonic turbulence 7

Figure 3. Standard deviation of the dimensionless density contrast, plotted as a function of the rms Mach number. Circles show the purely hydrodynamical
simulations that follow very well the Padoan et al. (1997) prediction, σ 2

s,HD = ln(1 + b2M 2), with b = 0.4, expected for mixed-mode turbulent forcing (dashed
line; Federrath et al. 2010). The dotted lines are for comparison with purely hydrodynamical model, assuming b = 1/3 for purely solenoidal forcing and b =
1 for purely compressive forcing (Federrath et al. 2008b). Triangles show the MHD simulations and the two formulae, equations (20) and (21), obtained in
this work: σs,1/2 = {ln[1 + b2M 2β0/(β0 + 1)]}1/2 (light grey solid line) and σ s,1 (dark grey solid line). Those curves are plotted for b = 0.4, and using
our parametrization, β0 = (111 ± 4)M −2 from Fig. 2. Squares, stars and diamonds show the additional MHD simulations with different rms Alfvénic Mach
number, MA,0 ≈ 27 (Bi = 2 µG), MA,0 ≈ 1.9 (Bi = 20 µG) and MA,0 ≈ 1.2 (Bi = 60 µG).

– with α =0, 1/2 and 1 – as a function of the rms Mach number.
For the triangles around a given 〈M 〉, the HD simulations exhibit
larger σ s compared to the MHD simulations, as was expected from
Fig. 1. For comparison, we plot the analytical prediction given by
equation (19), σα,0. This result matches the prediction provided by
Padoan et al. (1997). However, instead of using their proportion-
ality parameter b ≈ 0.5, we used the input value b = 0.4 (dashed
line; Federrath et al. 2010), which is the result of the natural mix-
ing of solenoidal and compressive modes in the turbulent forcing
field. We also plot the two extreme cases for the unmagnetized gas,
σ s,HD, with b = 1/3 (lower dotted line) for purely solenoidal forcing
and b = 1 for purely compressive forcing (upper dotted line) for
comparison.

In the same figure, we superpose equation (20) (light grey solid
line) and equation (21) (dark grey solid line), both again with b =
0.4. We find that the best agreement with the MHD simulations is
given by equation (20), i.e. σ s,1/2. The result obtained for the first
case – B independent of density (equation 19) – may account only
for low Mach number zones. This case might be appropriate for
diffuse clouds (Crutcher et al. 2010), where the mean sound speed
of the cloud may be of the same order as the rms velocity. Here, at
M ∼ 1, all the three cases converge to the HD result.

Our results are qualitatively in agreement with Ostriker et al.
(2001) and Price et al. (2011). These authors find that the density
variance in magnetized gas is significantly lower than in the HD
counterparts for simulations with a Mach number M ! 10. In
addition, Cho & Lazarian (2003) study the density contrast result-
ing from the Alfvénic waves, slow and fast magnetosonic waves
originating in different environments. The authors concluded that
the three kinds of waves can coexist in those environments. In the
regime that concerns us, β0 ≈ 1 and 5 " M " 10, their density
contrasts closely match ours.

To test the validity of our results for different Alfvénic Mach num-
bers, we also performed three simulations with an initial magnetic
field strength different from the standard one, with MA,0 ≈ 27, 1.9
and 1.2, at 〈M 〉 ≈ 10 (empty squares in Fig. 3). Our model works
well for MA,0 ! 6, but breaks down for our test with MA,0 " 2.
The break occurs when the turbulence becomes trans-Alfvénic or
sub-Alfvénic, i.e. when MA,0 " 2. This is due to anisotropies aris-
ing in this case, i.e. the turbulence is no longer isotropic, as can be
seen in Fig. 4. This is because the back reaction of the magnetic
field on to the flow is extremely strong for flows perpendicular to
the magnetic field lines, if the turbulence is trans-Alfvénic or sub-
Alfvénic (see e.g. Cho & Lazarian 2003; Brunt, Federrath & Price
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Figure 4. Density slices of the simulations at t = 6 Myr. The mean magnetic field is oriented along the vertical axis. From left to right: initial magnetic field
strength Bi = 2, 5.85, 20 and 60 µG. The turbulence remains isotropic for super-Alfvénic gas MA,0 ! 1, but when it becomes trans-Alfvénic or sub-Alfvénic
(MA,0 ! 3), the turbulence becomes highly anisotropic.

Figure 5. Standard deviation of the dimensionless density contrast, plotted
as a function of the instantaneous rms Alfvénic Mach number at 〈M 〉 ≈
10. The different symbols show snapshots of simulations with MA,0 time
averages: 〈MA,0〉 ≈ 27 (squares), 〈MA,0〉 ≈ 9 (triangles), 〈MA,0〉 ≈ 1.9
(stars) and 〈MA,0〉 ≈ 1.2 (diamonds). When the turbulence becomes trans-
Alfvénic or sub-Alfvénic, 〈MA,0〉 ! 2 (stars and diamonds), anisotropies
arise in the gas, because the back reaction of the magnetic field on to the
flow is extremely strong for flows perpendicular to the magnetic field lines.
The grey curve shows our prediction (see footnote 1) using b ≈ 0.4 that
fits very well the data. Meanwhile, the black curve shows our prediction
(see footnote 1) considering b = 1 (corresponding to purely compressive
forcing). Although our turbulent forcing in the simulations is by definition
mixed, and thus we expect b ≈ 0.4 (Federrath et al. 2010), it is noteworthy
to say that b = 1 gives a good fit to the data with very low 〈MA,0〉 ! 2.

2010; Esquivel & Lazarian 2011). Since our analytic derivation is
based on an ensemble average (equation 4), assuming statistical
isotropy, the anisotropies are the most likely cause for the limita-
tion of our model to super-Alfvénic turbulence. In Fig. 5, we show
our prediction (equation 20)1 for a fixed Mach number M ≈ 10
and forcing parameter b ≈ 0.4, which fits very well the data with
MA,0 ! 6. These simulations show high dispersion – around the
time average – in the density variance and the rms Alfvénic Mach
number showing the fluctuations of the gas caused by the turbu-

1 Equation (20) has been written in terms of the instantaneous Alfvénic
Mach number (equation 22), yielding the relation for the density variance:
σ 2

s,1/2 = ln[1 + 2b2M 2M 2
A,0/(2M 2

A,0 + M 2)].

lence dominating the dynamics of the flow, in contraposition of the
simulations with small Alfvénic Mach number. In the same figure,
we also plot the model curve equation (20) for the same sonic Mach
number 10 and b = 1. Although our turbulent forcing in the simula-
tions is by definition mixed, and thus we expect b ≈ 0.4 (Federrath
et al. 2010), we find it interesting to note that b = 1 – corresponding
to purely compressive forcing – gives a good fit to the data with
very low Alfvénic Mach number, MA,0 " 2. We speculate that the
density field for very high magnetic field strengths and thus very low
Alfvénic Mach number starts behaving as if it was driven by purely
compressive forcing. This is very different from the compression
obtained with solenoidal or mixed forcing, but more similar to com-
pressive forcing, which also directly compresses the gas (Federrath
et al. 2008b). More data at MA,0 " 2 would be needed to sample
this region and the transition from b = 0.4 to 1 in detail, and we
just note here that b = 1 seems to provide a good fit for MA,0 " 2,
given the data at hand.

4 C O N C L U S I O N S

We presented an analytical prediction for the density variance–
Mach number relation in magnetized supersonic turbulent gas. In
this formulation, we considered three different cases for the relation
between the magnetic field strength and density. The first case as-
sumes that B is independent of ρ, the second assumes that B ∝ ρ1/2,
while the third is given by B ∝ ρ. The three resulting σ s–M rela-
tions were tested against numerical simulations. From this analysis
we conclude that the following.

(i) If B is independent of the density, we recover the hydrody-
namical prediction of Padoan et al. (1997). In this case, the gas and
the magnetic field are not coupled. Therefore, an amplification of
the magnetic field with the shock is not expected. Observationally,
Crutcher (1999) found that the magnetic field was independent of
the density for diffuse clouds, corresponding to low rms Mach num-
bers, M " 2. In this regime, all our predictions converge to the
purely hydrodynamical σ s–M relation.

(ii) For the second case, B ∝ ρ1/2, we found a one-to-one re-
lation between M , β0 and the density variance. This σ s–M re-
lation (equation 20) matches very well our numerical test con-
sidering b = 0.4, which is the input for the natural mixture of
compressive-to-solenoidal modes in the turbulent forcing field. This
result is in agreement with the ones presented by Ostriker et al.
(2001) and Price et al. (2011), where they found lower σ s than in

C© 2012 The Authors
Monthly Notices of the Royal Astronomical Society C© 2012 RAS

slices through MHD turbulence with increasing field strength

4 F. Z. Molina et al.

the magnetic field expressed in terms of β0. From equation (8), we
obtain

(
1 + β−1

0

) (
ρ2

ρ0

)2

−
(
b2M 2 + 1 + β−1

0

) (
ρ2

ρ0

)
+ b2M 2 = 0.

This equation has the solution

ρ2

ρ0
= b2M 2

(
β0

β0 + 1

)
. (10)

In other words, the effect of the magnetic field in this case is to
reduce the density contrast by a factor β0/(β0 + 1). We see from
this that in the weak field limit where β0 → ∞, we recover the
hydrodynamical result, while for strong fields we have a smaller
density contrast in the magnetohydrodynamic (MHD) case than in
the non-magnetic case.

2.1.3 Third case: B ∝ ρ

Finally, we investigate the other extreme case, where the magnetic
field strength is proportional to the density. In this case, equation (8)
results in a third-order equation,

β−1
0

(
ρ2

ρ0

)3

+
(

ρ2

ρ0

)2

−
(
b2M 2 + 1 + β−1

0

) (
ρ2

ρ0

)
+ b2M 2 = 0.

The solution for the density contrast is

ρ2

ρ0
= 1

2

(
−1 − β0 +

√
(1 + β0)2 + 4b2M 2β0

)
. (11)

2.2 Density variance–Mach number relation

In the previous section, we presented three different expressions for
the density contrast. They correspond to three different assumptions
regarding the relationship B ∝ ρα , with α = 0, 1/2 and 1. We now
determine the density variance of a fluid in which there are many
shocks, for each of these three cases.

We start by noting that in a highly supersonic flow, the dominant
contribution to the integral in equation (4) will come from shocked
regions, and thus we can consider this equation as a volume av-
erage over an ensemble of many shocks. We next assume that we
can approximate the value of this integral with the result of inte-
grating over a single ‘average’ shock of the kind considered in the
previous section. As we already know the density contrast of this
representative shock, the only thing that remains to be done before
we can solve equation (4), is to determine the appropriate volume
over which to integrate.

We approximate the cloud as a cubic box of side L, and consider
an infinitesimal part of its volume dV that encloses one shock.
Therefore, the size of dV depends on the size of the shock itself:

dV ≈ dVsh. (12)

To define the shock volume, we make use of an approximation
introduced by Padoan & Nordlund (2011), where the volume of
the shock is given by the area of the box face times the shock
width λ, Vsh = L2λ. However, in the absence of viscosity, it is not
straightforward to define the shock width λ. Therefore, we follow
Padoan & Nordlund (2011) and assume that the shock width, if the
compression is driven at the box scale, is given by

λ & θLρ0/ρ2, (13)

where θ is the integral scale of the turbulence. Then, the volume of
the shock Vsh is given by

Vsh & θL3 ρ0

ρ2
. (14)

For turbulence driven on large scales, as appears to be the case in
real molecular clouds (Ossenkopf & Mac Low 2002; Brunt, Heyer
& Mac Low 2009), we have θ & 1. Having made the assumption
that the appropriate volume over which to average is the volume
of our representative shock, and considering equation (15), we ap-
proximate dV by

dV = L3
(

ρ0

ρ2

)2

d
(

ρ2

ρ0

)
. (15)

Finally, inserting equation (15) into equation (4) yields

σ 2
ρ/ρ0

=
∫ ρ/ρ0

1

(
1 − ρ0

ρ2

)2

d
(

ρ2

ρ0

)
= ρ

ρ0
− ρ0

ρ
− 2 ln

(
ρ

ρ0

)
.
(16)

It is important to note that in this formulation, equation (16) is
physically meaningless if the lower limit of the integral is set in the
range 0 < ρ/ρ0 < 1. It is due to the definition adopted for the shock
width (equation 14), where the shock thickness is defined only for
ρ2/ρ0 > 1. For highly supersonic turbulence, which is the regime
that concerns us, the assumption ρ ' ρ0 is valid. Then, the first
term in equation (16) dominates the variance and we get

σ 2
ρ/ρ0

≈ ρ

ρ0
. (17)

For practical reasons, we prefer to consider the variance of the
logarithm of the density contrast, s = ln (ρ/ρ0), instead of the vari-
ance of the linear density when we will compare this analytical
model with numerical simulations. These variances are related by
(e.g. Federrath et al. 2008b; Price et al. 2011)

σ 2
s = ln

[
1 + σ 2

ρ/ρ0

]
. (18)

We now insert the three cases considered in Section 2.1 into
equation (18), in order to obtain the density variance–Mach number
relation. The subscripts of the following results are chosen based
on the value α = 0, 1/2 and 1 of the B ∝ ρα relationship.

(i) B independent of ρ: the density variance in this case is exactly
the same as for the purely hydrodynamical, isothermal case,

σ 2
s,0 = ln

[
1 + b2M 2] . (19)

(ii) B ∝ ρ1/2: in this case, the density variance is

σ 2
s,1/2 = ln

[
1 + b2M 2

(
β0

β0 + 1

)]
. (20)

This relation is similar to equation (19) except for a correction
factor due to the effects of magnetic fields, which is a function of
the plasma β0 only.

(iii) B ∝ ρ: finally, the density variance–Mach number relation
in this case is given by

σ 2
s,1 = ln

[
1 + 1

2

(
−1 − β0 +

√
(1 + β0)2 + 4b2M 2β0

)]
. (21)

The density variance has a strong dependence on β0, leaving the
rms Mach number as a marginal quantity in this relation.

In the last two cases, when β0 → 0, the Alfvénic velocity is
much higher than the sound speed, and both relations approach
zero. In this scenario, the magnetic pressure is infinitely large and
prevents density fluctuations from forming. The gas is ‘frozen’ in the
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