
Ralf Klessen
Universität Heidelberg, Zentrum für Astronomie 

Institut für Theoretische Astrophysik

Modeling ISM Dynamics and 
Star Formation



disclaimer



Disclaimer

I try to cover the field as broadly as possible, however, 
there will clearly be a bias towards my personal 
interests and many examples will be from my own 
work.



literature



Literature



 Books

Spitzer, L., 1978/2004, Physical Processes in the Interstellar Medium 
(Wiley-VCH) 

Rybicki, G.B., & Lightman, A.P., 1979/2004, Radiative Processes in 
Astrophysics (Wiley-VCH)

Stahler, S., & Palla, F., 2004, "The Formation of Stars"  
(Weinheim: Wiley-VCH)

Tielens, A.G.G.M., 2005, The Physics and Chemistry of the Interstellar 
Medium (Cambridge University Press)

Osterbrock, D., & Ferland, G., 2006, "Astrophysics of Gaseous Nebulae 
& Active Galactic Nuclei, 2nd ed.  (Sausalito: Univ. Science Books) 

Bodenheimer, P., et al., 2007, Numerical Methods in Astrophysics 
(Taylor & Francis)

Draine, B. 2011, “Physics of the Interstellar and Intergalactic 
Medium” (Princeton Series in Astrophysics)

Bodenheimer, P.  2012, “Principles of Star Formation” (Springer Verlag)



Literature
 Review Articles

Mac Low, M.-M., Klessen, R.S., 2004, "The control of star formation by supersonic 
turbulence", Rev. Mod. Phys., 76, 125 

Elmegreen, B.G., Scalo, J., 2004, “Interstellar Turbulence 1”, ARA&A,  42, 211

Scalo, J., Elmegreen, B.G., 2004, “Interstellar Turbulence 2”, ARA&A,  42, 275

Bromm, V., Larson, R.B., 2004, "The first stars",  ARA&A, 42, 79 

Zinnecker, H., Yorke, McKee, C.F., Ostriker, E.C., 2008, "Toward Understanding 
Massive Star Formation",  ARA&A, 45, 481 - 563 

McKee, C.F., Ostriker, E.C., 2008, "Theory of Star Formation", ARA&A, 45, 565

Kennicutt, R.C., Evans, N.J., 2012, “Star Formation in the Milky Way and Nearby 
Galaxies”, ARA&A, 50, 531



Further resources
Internet resources

Cornelis Dullemond: Radiative Transfer in Astrophysics 
http://www.ita.uni-heidelberg.de/~dullemond/lectures/radtrans_2012/index.shtml

Cornelis Dullemond: RADMC-3D: A new multi-purpose radiative transfer tool
http://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/index.shtml

List of molecules in the ISM (wikipedia):
http://en.wikipedia.org/wiki/List_of_molecules_in_interstellar_space

Leiden database of molecular lines (LAMBDA)
http://home.strw.leidenuniv.nl/~moldata/



Ralf Klessen
Universität Heidelberg, Zentrum für Astronomie 

Institut für Theoretische Astrophysik

Part 2: Dynamics of the ISM



molecular 
cloud 
formation

Hiroshige - Evening Shower at Atake and the Great Bridge



molecular cloud formation

(Deul & van der Hulst 1987, Blitz et al. 2004)

Thesis:

Molecular clouds form 
at stagnation points of 
large-scale 
convergent flows, 
mostly triggered by 
global (or external) 
perturbations.



correlation with large-scale perturbations

density/temperature 
fluctuations in warm atomar 
ISM are caused by thermal/
gravitational instability and/
or supersonic turbulence

some fluctuations are dense 
enough to form H2 within 
“reasonable time”
 molecular cloud

external perturbuations (i.e. 
potential changes) increase 
likelihood
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star formation on global scales

probability distribution 
function of the density 
(ρ-pdf)

mass weighted ρ-pdf, each shifted by Δlog N = 1

varying rms Mach 
numbers:

M1 > M2 > 
M3 > M4 > 0

(from Klessen, 2001; also Gazol et al. 2005, Krumholz & McKee 2005, Glover & Mac Low 2007ab)



star formation on global scales

H2 formation rate:

mass weighted ρ-pdf, each shifted by Δlog N = 1
(rate from Hollenback, Werner, & Salpeter 1971)
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for nH ≥ 100 cm-3, H2 forms 
within 10 Myr, this is about 
the lifetime of typical MC’s.

in turbulent gas, the H2 
fraction can become 
very high on short 
timescale
(for models with coupling 
between cloud dynamics and 
time-dependent chemistry, see 
Glover & Mac Low 2007a,b)



star formation on global scales

BUT: it doesn’t work 
(at least not so easy):

Chemistry has a 
memory effect!

H2 forms more quickly 
in high-density regions 
as it gets destroyed in 
low-density parts.

mass weighted ρ-pdf, each shifted by Δlog N = 1
(rate from Hollenback, Werner, & Salpeter 1971)

(for models with coupling 
between cloud dynamics and 
time-dependent chemistry, see 
Glover & Mac Low 2007a,b)



SFR estimates from the PDF

2 Federrath & Klessen

2011) regulate star formation. In this picture, turbulent
energy stabilizes the clouds on large scales, but at the
same time, supersonic turbulence induces local compres-
sions, producing filaments and cores, which are the pro-
genitors of stars. Eventually, both turbulence and mag-
netic fields play their parts; the only question is: which
one is the dominant controlling factor of star formation?
The aim of this paper is to advance our understanding

of the relevant physical processes and their parameters
controlling the conversion of dense gas into stars, and to
explain the observed variations of the SFR column den-
sity. We develop and compare six predictive theories —
the original Krumholz & McKee (KM), Padoan & Nord-
lund (PN), and Hennebelle & Chabrier (HC) theories,
and multi-freefall versions of theses three —, which are
all based on integrals over the turbulent density proba-
bility distribution function (PDF), explained in detail in
the next section. We extend the KM and HC theories, as
well as all the multi-freefall theories to include magnetic
fields. We evaluate the relative importance of turbulence,
its forcing characteristics, and magnetic fields in control-
ling the SFR and show that the SFR depends on four
basic parameters:

1. virial parameter ↵vir = 2Ekin/|Egrav|,

2. sonic Mach number M = �

V

/cs,

3. turbulent forcing parameter b, with purely
solenoidal (divergence-free) forcing parametrized
by b = 1/3, mixed forcing by b = 0.4 and purely
compressive (curl-free) forcing by b = 1, and

4. the ratio of thermal to magnetic pressure � =
2M2

A/M2 with the Alfvén Mach number MA.

We test all six theories with numerical simulations of
supersonic, magnetized turbulence including self-gravity
and sink particles to capture dense, collapsing, star-
forming gas. We find that the multi-freefall KM and PN
models including magnetic fields provide the best fits to
our numerical simulations with typical uncertainties of
less than a factor of two. This is an encouraging agree-
ment, given that the SFR varies by two orders of mag-
nitude in the simulations, depending on the four basic
cloud parameters listed above.
Comparing our numerical experiments with SFRs mea-

sured in Galactic star-forming regions, we find that for
typical star formation e�ciencies of SFE = 1–10%, the
best-fit local e�ciencies due to radiative and mechanical
feedback from jets, winds, expanding shells or outflows
driven by young stellar objects is ✏ = 0.3–0.7 with a best-
fit value of ✏ ⇡ 0.5 for SFE = 3%. This suggests that a
fraction ✏ ⇡ 0.3–0.7 of all the in-falling gas onto a typi-
cal protostellar core is accreted by the protostar, while a
fraction (1� ✏) ⇡ 0.3–0.7 is re-injected into the interstel-
lar medium by jets, winds, and outflows. We find good
agreement between the numerical simulations and Galac-
tic observations, suggesting that the observed variations
in ⌃SFR with ⌃gas are a result of di↵erent combinations
of the four basic parameters controlling the SFR: ↵vir,
M, b, and �, as listed above. Since molecular clouds are
often characterized by virial parameters of order unity,
we conclude that the degree of compression induced by
the turbulent forcing and sonic Mach number have the

strongest influence on the SFR, causing variations by
more than an order of magnitude, while magnetic fields
can account for reductions of the SFR by a factor of two.
In Section 2, we introduce and discuss six analytic

theories for the SFR, based on the turbulent density
PDF, derive and discuss their dependencies, add mag-
netic fields to the theories that did not include magnetic-
field e↵ects in previous derivations, and compare them
with each other in detail. We then test the analytic
theories with numerical simulations of supersonic, mag-
netized turbulence, by varying the sonic Mach number
(M = 3–50), the forcing of the turbulence (solenoidal,
mixed, compressive), and the magnetic field strength
(yielding Alfvén Mach numbers MA = 1.3–1) to cover
a comprehensive range of cloud parameters. The simu-
lation methods and setups are explained in Section 3.
A detailed time-evolution analysis of column density,
magnetic-field morphology, and fragmentation properties
is presented in Section 4. In Section 5, we compare the
SFRs measured in the MHD simulations with the six
theoretical models, and determine the best-fit theory pa-
rameters that are universally applicable and fit all our
simulations simultaneously. Section 6 presents a com-
parison of SFR column densities in the simulations with
observations of Galactic clouds. We discuss limitations
of the theoretical and numerical models, as well as limi-
tations in the comparison with observations in Section 7.
Finally, we list our conclusions and summarize the most
important results in Section 8. Here, we study the SFR
in detail, while In Paper II (Federrath & Klessen 2012),
we concentrate on the star formation e�ciency (SFE).

2. THE STAR FORMATION RATE FROM THE STATISTICS
OF SUPERSONIC MAGNETIZED TURBULENCE

2.1. The density PDF

The probability density function (PDF) of the gas den-
sity in a turbulent medium — such as a molecular cloud
— is the key ingredient for analytic models of star for-
mation. A log-normal density PDF has been used to
explain the mass distribution of cores and stars, the core
mass function (CMF) and the stellar initial mass function
(IMF) (Padoan & Nordlund 2002; Hennebelle & Chabrier
2008, 2009; Elmegreen 2011; Veltchev et al. 2011; Donkov
et al. 2012; Parravano et al. 2012; Hopkins 2012), the
Kennicutt-Schmidt relation (Krumholz & McKee 2005;
Tassis 2007), the star formation e�ciency (Elmegreen
2008), and the star formation rate (Krumholz & McKee
2005; Padoan & Nordlund 2011; Hennebelle & Chabrier
2011). Here we concentrate on the star formation rate
(SFR) and derive its basic dependencies.
The log-normal PDF of the gas density is defined as,
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log density PDF:

log density, normalized to the mean

relation between mean density and turbulent Mach number M and magnetic field strength β:
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due to the normalization and mass-conservation con-
straints of the PDF (Vázquez-Semadeni 1994; Federrath
et al. 2008b). The reason to use s instead of ⇢ in the
context of the density PDF, is that s is dimensionless,
and that the PDF of s is Gaussian unlike the PDF of ⇢.
This is because the distribution of ⇢ is generated by a
multiplicative process in which shocks are amplified by
other shocks as they collide and interact in isothermal
supersonic turbulence, with the local Mach number be-
ing independent of the local density (Vázquez-Semadeni
1994; Passot & Vázquez-Semadeni 1998; Kritsuk et al.
2007; Federrath et al. 2010b). Since s / ln(⇢) as defined
in Equation (2), this multiplicative process in ⇢ turns into
an additive process in s. Following the central limit the-
orem, a large sum of random variables produces a Gaus-
sian distribution, and thus only p

s

is Gaussian, while p

⇢

is not. However, p
s

can be easily transformed into p

⇢

,
because p

s

ds = p

⇢

d⇢, and thus p

⇢

= p

s

/⇢ (Li et al.
2003). We will omit the index s in p

s

in the following
and simply use p(s) for the PDF given by Equation (1).
As soon as significant collapse sets in, the density PDF

develops a power-law tail at high densities (e.g., Klessen
2000; Kainulainen et al. 2009), which is discussed in more
detail in Section 7.1.1 below, and in Paper II (Federrath
& Klessen 2012).

2.2. The standard deviation of density fluctuations in
supersonic, magnetized turbulence

The standard deviation �

s

in Equation (1), which is
a measure of how much the density varies in a turbu-
lent medium, depends on 1) the amount of compres-
sion induced by the turbulent forcing mechanism, 2)
the Mach number, and 3) the degree of magnetization.
First, the turbulent energy injection mechanism deter-
mines the amount of compression induced directly by
driving turbulence in the interstellar medium (ISM). Var-
ious turbulent driving mechanisms have been discussed
and compared in Mac Low & Klessen (2004). For in-
stance, expanding supernova shells (Balsara et al. 2004;
de Avillez & Breitschwerdt 2005; Tamburro et al. 2009)
or growing HII regions around massive stars and clusters
of stars (McKee 1989; Krumholz et al. 2006; Gritschneder
et al. 2009; Peters et al. 2010; Goldbaum et al. 2011), as
well as compression of ISM gas in galactic spiral shocks
(Elmegreen 2009) and gravitational contraction (Hoyle
1953; Vazquez-Semadeni et al. 1998; Klessen & Hen-
nebelle 2010; Elmegreen & Burkert 2010; Federrath et al.
2011c) are likely exciting a considerable amount of com-
pressible modes that will directly lead to compression,
and thus to higher density contrasts on molecular cloud
scales in the ISM, while galactic rotation and magneto-
rotational instabilities (e.g., Piontek & Ostriker 2004,
2007) are likely producing more solenoidal modes. Sec-
ond, higher Mach numbers M lead to stronger shocks
and thus to higher density contrasts. For instance,
the density jump in a non-magnetized, isothermal shock
is proportional to M2. Finally, higher magnetization
dampens density fluctuations as magnetic fields act like
a cushion due to the additional magnetic pressure (Os-
triker et al. 2001; Price et al. 2011).
The actual dependence of turbulent density fluctua-

tions �

s

on the three parameters above (forcing, Mach
number, and magnetic field) can be derived from the
shock jump conditions of an individual magnetohydro-

dynamic (MHD) shock, and then averaged over a whole
ensemble of such shocks (Padoan & Nordlund 2011).
Molina et al. (2012) provide a rigorous derivation of �

s

for di↵erent correlations of the magnetic field with den-
sity. They distinguish three cases, B / ⇢

0, B / ⇢

1/2,
and B / ⇢

1. For the intermediate case, Molina et al.
(2012) derive

�

2
s

= ln

✓
1 + b

2M2 �

� + 1

◆
, (4)

which is the similar to the relation derived in Padoan &
Nordlund (2011), except for the factor b2, explained be-
low, and except for the definition of �, for which Padoan
& Nordlund (2011) only take post-shock gas into account
(see the more extended discussion on this issue in Sec-
tion 2.4.2). The case B / ⇢

1 is similar to the interme-
diate case, but is a rather extreme MHD case, because
magnetic field lines are assumed to be oriented only per-
pendicular to the flow direction. So is the other extreme
case, in which the magnetic field is assumed to be parallel
to the flow, yielding B / ⇢

0. In the more realistic case of
turbulent flows, field lines become tangled, and the B–⇢
correlation is a combination of compression of field lines
and turbulent dynamo amplification (Schleicher et al.
2010; Sur et al. 2010; Federrath et al. 2011c; Turk et al.
2012; Schober et al. 2012). In a three-dimensional system
with a random distribution of flow velocities and mag-
netic field orientations, B / ⇢

1/2 provides a reasonable
intermediate dependence. We will thus only consider
B / ⇢

1/2 here, which is favored by simulations (Padoan
& Nordlund 1999; Collins et al. 2011; Molina et al. 2012),
and also close to what is suggested from observations
of magnetic fields in molecular clouds (Crutcher et al.
2010)3.
In the case of B / ⇢

0, i.e., for no density correla-
tion of the magnetic field, Equation (4) reduces to the
well-known and frequently-used hydrodynamic expres-
sion, �
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with � ! 1 (e.g., Padoan

et al. 1997; Passot & Vázquez-Semadeni 1998; Ostriker
et al. 2001; Lemaster & Stone 2008; Federrath et al.
2008b; Price et al. 2011) as a necessary condition in the
purely hydrodynamic limit. The parameters b, M, and
� in Equation (4) are the turbulent forcing parameter,
the RMS sonic Mach number, and the ratio of thermal to
magnetic pressure, plasma � = Pth/Pmag. Using the defi-
nitions of the thermal pressure for an isothermal equation
of state Pth = ⇢c
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These are all dimensionless numbers, rendering them
particularly useful, because they determine the basic
properties of turbulent plasmas and can thus be com-
pared directly for any such system. Equation (4) can
thus also be written as
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3 The observationally determined exponent of the B–⇢ corre-
lation is quite uncertain. Crutcher (1999) find B / ⇢0.47, while
Crutcher et al. (2010) find B / ⇢0 below gas densities of 300 cm�3,
and B / ⇢0.65 above. For simplicity, we adopt Equation (4), de-
rived for the intermediate case, B / ⇢1/2.
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The forcing parameter b was shown to vary smoothly
between b ⇡ 1/3 for purely solenoidal (divergence-free)
forcing, and b ⇡ 1 for purely compressive (curly-free)
forcing of the turbulence (Federrath et al. 2008b; Schmidt
et al. 2009; Federrath et al. 2010b; Seifried et al. 2011b;
Micic et al. 2012; Konstandin et al. 2012a). A stochas-
tic mixture of forcing modes in three-dimensional space
leads to b ⇡ 0.4 (see figure 8 in Federrath et al. 2010b).
Using numerical simulations, Molina et al. (2012)

found that Equations (4) and (5) work well in the regime
MA & 2, while for MA . 2, the assumption of isotropy
entering the analytic derivation of (4) and (5) breaks
down, so we only apply them in the super-Alfvénic
regime in all the following.

2.3. Basics of the SFR derivation

Here we present an analytic derivation of the star
formation rate (SFR) from the statistics of supersonic,
isothermal, magnetized turbulence. The main ingredient
for this analytic derivation is an integral over the density
PDF, Equation (1), in order to estimate the gas mass
above a given density threshold, contributing to star for-
mation. We will compare di↵erent ways of estimating the
density threshold, which is the main di↵erence between
the three most successful, existing analytic models for
the SFR (Krumholz & McKee 2005; Padoan & Nordlund
2011; Hennebelle & Chabrier 2011). We will express all
quantities in terms of dimensionless numbers, in order
to simplify the derivation and to make it more general.
We follow the standard terminology and use the Star
Formation Rate per Freefall Time (SFR↵), as coined by
Krumholz & McKee (2005), which is the mass fraction
going into stars per time, where the time is expressed in
units of the mean freefall time.
The SFR in units ofM�/yr can be computed by scaling

SFR↵ with the real cloud mass Mc and the actual freefall
time evaluated at the mean density of the cloud, t↵(⇢0):

SFR ⌘ Mc

t↵(⇢0)
SFR↵ . (6)

Note that this definition of SFR↵ is di↵erent from the
definition used in Krumholz & Tan (2007) and Krumholz
et al. (2012), who use freefall times estimated at di↵er-
ent densities and/or use a definition based on column
densities, such that the values of SFR↵ quoted in those
studies and the ones computed here can not be directly
compared. For instance, given an SFR for fixed M

c

, the
dimensionless value of SFR↵ would be much smaller, if
the freefall time at a high-density tracer was used rather
than the freefall time at the mean density of the cloud,
because t↵(⇢ > ⇢0) is shorter than t↵(⇢0).
The basic idea for an analytic model of SFR↵ is to

integrate the log-normal density PDF, Equation (1),
weighted by ⇢/⇢0 to get the mass fraction of gas with
density above a critical density scrit (to be determined
below in Section 2.4), and weighted by a freefall-time
factor to construct a dimensionless mass rate:

SFR↵ =
✏
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t
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scrit

t↵(⇢0)

t↵(⇢)

⇢

⇢0
p(s) ds . (7)

Note that the factor t↵(⇢0)/t↵(⇢) appears inside the in-
tegral, because gas with di↵erent densities has di↵erent

freefall times,

t↵(⇢) ⌘
✓
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32G⇢

◆1/2

, (8)

which should be taken into account in the most general
case (see Hennebelle & Chabrier 2011). Previous esti-
mates for SFR↵ either used a factor t↵(⇢0)/t↵(⇢0) = 1
(Krumholz & McKee 2005), or a factor t↵(⇢0)/t↵(⇢crit)
with ⇢crit = ⇢0 exp (scrit) (Padoan & Nordlund 2011),
both of which are independent of density and were thus
pulled out of the integral. We will show, however, that
it is crucial to take the multi-freefall nature of gas with
di↵erent densities into account to obtain better models
for SFR↵ .
The constant factor ✏ in Equation (7) accounts for the

fact that only a certain fraction of the gas above scrit

might actually go into stars. Since individual stars form
in accretion disks from which powerful jets, winds and
outflows are launched during the process of stellar birth,
it is likely that a certain fraction of the accreted material
is re-injected into the ISM, thus leading to ✏ < 1. The-
oretical upper limits are in the range ✏ ⇡ 0.25–0.7 (e.g.,
Matzner & McKee 2000). The observed displacement
of the characteristic mass in the initial mass function
(e.g., Kroupa 2001; Chabrier 2003) with respect to the
core mass function (e.g., Johnstone et al. 2000) has been
taken to argue that ✏ might be around 0.3–0.5 (Alves
et al. 2007; André et al. 2010); see however Ward et al.
(2012).
The factor 1/�

t

in Equation (7) is also of order unity
and accounts for the uncertainty in the time-scale factor
t↵(⇢0)/t↵(⇢), originally introduced in Krumholz & Mc-
Kee (2005). We will determine the best-fit values of ✏ and
1/�

t

in Sections 4 and 6, when we compare the theories
with simulations and observations.

2.4. Six models for the SFR

In the following, we will solve Equation (7), using dif-
ferent density thresholds scrit, according to the previ-
ous analytic studies of the SFR by Krumholz & Mc-
Kee (2005, KM), Padoan & Nordlund (2011, PN), and
Hennebelle & Chabrier (2011, HC)4. We distinguish six
cases, named ‘KM’, ‘PN’, ‘HC’, and ‘multi-↵KM’, ‘multi-
↵ PN’, ‘multi-↵ HC’ as distinguished in Hennebelle &
Chabrier (2011). The first three represent the origi-
nal analytic derivations by Krumholz & McKee (2005),
Padoan & Nordlund (2011), and Hennebelle & Chabrier
(2011), while the last set of three are all based on the
multi-freefall expression of the integral (7). The dif-
ference for this last set of three is only the model for
the critical density, i.e., the lower limit of the integral.
We note that the ideas inherent in each of the original
theories contributes to our present understanding of the
turbulence-regulated SFR. Krumholz & McKee (2005)
developed the basic model, Padoan & Nordlund (2011)
extended it to include magnetic fields, and Hennebelle
& Chabrier (2011) improved all models by introducing
multi-freefall versions of the aforementioned theories, yet

4 Note that the critical densities derived in the following may
or may not be related to density or column density thresholds for
star formation introduced in observational studies (e.g., Heiderman
et al. 2010; Lada et al. 2010). Studying such potential relations,
however, deserves further consideration in the near future.
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is re-injected into the ISM, thus leading to ✏ < 1. The-
oretical upper limits are in the range ✏ ⇡ 0.25–0.7 (e.g.,
Matzner & McKee 2000). The observed displacement
of the characteristic mass in the initial mass function
(e.g., Kroupa 2001; Chabrier 2003) with respect to the
core mass function (e.g., Johnstone et al. 2000) has been
taken to argue that ✏ might be around 0.3–0.5 (Alves
et al. 2007; André et al. 2010); see however Ward et al.
(2012).
The factor 1/�

t

in Equation (7) is also of order unity
and accounts for the uncertainty in the time-scale factor
t↵(⇢0)/t↵(⇢), originally introduced in Krumholz & Mc-
Kee (2005). We will determine the best-fit values of ✏ and
1/�

t

in Sections 4 and 6, when we compare the theories
with simulations and observations.

2.4. Six models for the SFR

In the following, we will solve Equation (7), using dif-
ferent density thresholds scrit, according to the previ-
ous analytic studies of the SFR by Krumholz & Mc-
Kee (2005, KM), Padoan & Nordlund (2011, PN), and
Hennebelle & Chabrier (2011, HC)4. We distinguish six
cases, named ‘KM’, ‘PN’, ‘HC’, and ‘multi-↵KM’, ‘multi-
↵ PN’, ‘multi-↵ HC’ as distinguished in Hennebelle &
Chabrier (2011). The first three represent the origi-
nal analytic derivations by Krumholz & McKee (2005),
Padoan & Nordlund (2011), and Hennebelle & Chabrier
(2011), while the last set of three are all based on the
multi-freefall expression of the integral (7). The dif-
ference for this last set of three is only the model for
the critical density, i.e., the lower limit of the integral.
We note that the ideas inherent in each of the original
theories contributes to our present understanding of the
turbulence-regulated SFR. Krumholz & McKee (2005)
developed the basic model, Padoan & Nordlund (2011)
extended it to include magnetic fields, and Hennebelle
& Chabrier (2011) improved all models by introducing
multi-freefall versions of the aforementioned theories, yet

4 Note that the critical densities derived in the following may
or may not be related to density or column density thresholds for
star formation introduced in observational studies (e.g., Heiderman
et al. 2010; Lada et al. 2010). Studying such potential relations,
however, deserves further consideration in the near future.

SF efficiency per free-fall time

free-fall time

e.g. Padoan & Nordlund 2002, Krumholz & McKee 2005, Hennebelle & Chabrier 2009, Federrath & Klessen 2012



SFR estimates from the PDF
comparison and extension of existing models

 Federrath & Klessen (2012)

6 Federrath & Klessen

TABLE 1
Six analytic models for the star formation rate per freefall time.

Analytic
Model

Freefall-time
Factor

Critical Density ⇢crit/⇢0 = exp(scrit) SFR↵

KM 1 (⇡2/5)�2
x

⇥↵virM2
�
1 + ��1

��1
✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� 2scrit)/(8�2
s

)1/2
⇤ 

PN t↵(⇢0)/t↵(⇢crit) (0.067) ✓�2⇥↵virM2f(�) ✏/(2�
t

)
�
1 + erf

⇥
(�2

s

� 2scrit)/(8�2
s

)1/2
⇤ 

exp [(1/2)scrit]

HC t↵(⇢0)/t↵(⇢) (⇡2/5) y�2
cut⇥↵virM�2

�
1 + ��1

�
+ ⇢̃crit,turb ✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

multi-↵ KM t↵(⇢0)/t↵(⇢) (⇡2/5)�2
x

⇥↵virM2
�
1 + ��1

��1
✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

multi-↵ PN t↵(⇢0)/t↵(⇢) (0.067) ✓�2⇥↵virM2f(�) ✏/(2�
t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

multi-↵ HC t↵(⇢0)/t↵(⇢) (⇡2/5) y�2
cut⇥↵virM�2

�
1 + ��1

�
✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

Notes. The function f(�), entering the critical density in the PN and multi-↵ PN models is given by Equation (31). The added
turbulent contribution ⇢̃crit,turb in the critical density of the HC model is given by Equation (39).

by an e↵ective sound speed,

cs ! cs

�
1 + �

�1
�1/2

. (18)

Since M = �

V

/cs, we can also replace the sonic Mach
number by an e↵ective Mach number to take magnetic
pressure into account:

M ! M
�
1 + �

�1
��1/2

. (19)

Doing this for scrit,KM in Equation (14) yields the mag-
netic version of the critical density,

scrit,KM = ln
h
(⇡2

/5)�2
x

↵vir M2
�
1 + �

�1
��1
i
. (20)

Even though we simply replaced the thermal sound speed
by an e↵ective, magnetic sound speed to derive this ex-
pression, it has a deeper physical meaning. What we
physically do in the derivation of scrit is to replace the
thermal Jeans length in the numerator of Equation (10)
with the magneto-thermal Jeans length,

�J,mag =

 
⇡c

2
s

�
1 + �

�1
�

G⇢

!1/2

, (21)

and the sonic scale in the denominator with the magneto-
sonic scale,

�ms = L

h
cs

�
1 + �

�1
�1/2

/�

V

i1/p
. (22)

We note that the magnetic modifications given by Equa-
tions (17) only account for magnetic pressure, i.e.,
isotropic pressure induced by the small-scale magnetic
field. It does not account for mean magnetic-field e↵ects,
and as such will only be a valid extension to MHD as long
as the turbulence remains trans- to super-Alfvénic, be-
cause sub-Alfvénic turbulence with a strong mean mag-
netic field component is anisotropic, which is discussed
at more detail below.
Finally, solving the general SFR↵ -integral (Equation 7)

with scrit = scrit,KM from Equation (20) and unity for the
freefall-time factor (see Table 1 for a summary), the star
formation rate per freefall time in the KM model is

SFR↵ ,KM =
✏

�

t

Z 1

scrit,KM

exp(s) p(s) ds

=
✏

2�
t

"
1 + erf

 
�

2
s

� 2scrit,KMp
8�2

s

!#
. (23)

This derivation is identical to the one in Krumholz & Mc-
Kee (2005), except for the extension to include magnetic
fields in the theory based on the plasma � terms in �

s

,
Equation (4), and in the critical density, Equation (20).

2.4.2. The PN model

Padoan & Nordlund (2011) use t↵(⇢0)/t↵(⇢crit) as the
freefall-time factor t↵(⇢0)/t↵(⇢) in Equation (7), such
that the freefall time of the critical density is used for
all densities above the critical density to estimate SFR↵ .
Unlike Krumholz & McKee (2005) who relate the criti-
cal density scrit to the Jeans length and the sonic scale,
Padoan & Nordlund (2011) related the critical density to
the magnetic shock jump conditions and to the magnetic
critical mass for collapse. Starting with their assumed
balance of thermal plus magnetic pressure by turbulent
ram pressure on the cloud scale,

⇢MHD

✓
c

2
s +

1

2
v

2
A

◆
= ⇢0

⇣
�

V

2

⌘2
, (24)

and using the definitions for M and � from Section 2.2,
Padoan & Nordlund (2011) arrive at an expression for
the density jump

⇢MHD = ⇢0
M2

4

�

� + 1
. (25)

This leads to the post-shock thickness

�MHD = ✓L

4

M2

� + 1

�

, (26)

since ⇢MHD/⇢0 = ✓L/�MHD with the numerical param-
eter ✓ . 1, the fraction of the cloud size forming the
largest shocks. Thus, ✓L can be interpreted as the turbu-
lent injection or forcing scale. In numerical simulations,
most of the kinetic, turbulent energy is usually injected
at a wavenumber k = 2 in units of 2⇡/L, corresponding
to half of the total cloud size (e.g., Kritsuk et al. 2007;
Schmidt et al. 2009; Federrath et al. 2010b), as in the sim-
ulations discussed below in Section 3. Thus, ✓ ⇡ 1/2, but
there might be some corrections to that particular scale
(Wang & George 2002). Padoan & Nordlund (2011) take
✓ ⇡ 0.35. Here, we will simply interpret ✓ as a numerical
factor of order unity, accounting for any uncertainty in
the post-shock thickness with respect to the total cloud
scale L in Equation (26).
In order to derive a critical density for star formation,

Padoan & Nordlund (2011) compare the mass of a sphere
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Fig. 10.— SFR↵ (theory) for the six theories listed in Table 1: KM (boxes), PN (diamonds), and HC (crosses) in the left panels, and
the corresponding multi-freefall versions of the theories in the right panels, computed based on the numerical simulation parameters ↵vir,
M, b, and � listed in Table 2 and compared with the SFR↵ (simulation). The simulation number is given in each of the KM boxes. The
analytic model predictions, SFR↵ (theory), were fitted to SFR↵ (simulation) with the fit parameters ✏/�

t

(where ✏ = 1 by definition in the
simulations) and the fudge factor �

x

(KM), ✓ (PN), and ycut (HC). The best-fit parameters are given in the legend. The fits in the top
panels only used the hydrodynamic models for which B0 = 0, while the fits in the bottom panels include all MHD models listed in Table 2
(except for the low-resolution 1283-models). A zoom of the region containing the MHD models is shown in the inset plots in the bottom
panels, where only the six MHD simulations are included. The diagonal solid line in each plot represents perfect agreement between SFR↵
(theory) and SFR↵ (simulation). The best-fit parameters with uncertainties and �2-values are listed in Table 3. Each simulation–theory
data pair is listed in Table 4.

✓ (PN), or ycut (HC). In the simulations, the local ef-
ficiency ✏ = 1, because we did not include any form of
feedback, but 1/�

t

and the theory fudge factors are free
parameters. In order to constrain them for each the-
ory, we perform two-parameter fits of SFR↵ (theory) to
SFR↵ (simulation). The best-fit parameters are listed
in the legend of Figure 10. Table 3 additionally lists
uncertainty estimates for the parameters, together with
�

2-values, the number of degrees of freedom in the fits
(DOF), and the reduced �

2
red = �

2
/DOF. The �

2
red is a

quantitative indicator for the goodness of fit, with better
fits having smaller �

2
red. To separate the e↵ects of the

magnetic field, we only use purely hydrodynamic (HD)
models (B0 = 0) in the top panels of Figure 10 (HD fit),
while we include all MHD models in the bottom panels
(MHD fit). This distinction is also made in Table 3. Inset
plots in the bottom panels show a zoom-in on the MHD
models only. The solid diagonal line in each panel rep-
resents SFR↵(theory) = SFR↵(simulation), i.e., perfect
agreement between theory and simulation.
Figure 10 shows that all the theoretical models exhibit

some positive correlation between SFR↵ (theory) and

SFR↵ (simulation). The multi-freefall KM and PN mod-
els (right panels) show much better agreement with the
simulation data in both the HD and MHD fits, indicated
by the smallest �

2
red = 1.2–1.3 (see Table 3), than the

original KM and PN models (left panels). The HC mod-
els exhibits the opposite behavior, i.e., the HC theory
gives slightly better fits than the multi-freefall HC the-
ory. This is not surprising, because both HC models use
the multi-freefall factor, but the HC model additionally
includes turbulent support in the estimate of the thresh-
old density (Equations 38 and 39 in 37), while the multi-
freefall HC model only includes thermal support (Equa-
tion 38 only). However, all HC fits exhibit relatively large
�

2
red ⇡ 4.9–6.2. The reason for this is the choice of the

critical density in the HC models and its resulting depen-
dence on the sonic Mach number, ⇢crit / M�2, while all
KM and PN models have ⇢crit / M+2, which is (apart
from the di↵erent choice of fudge factors) the only fun-
damental di↵erence between the multi-freefall HC and
the two multi-freefall KM and PN models (see Table 1).
The di↵erence in fudge factors is irrelevant in this com-
parison, because they all enter in the same way for each
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Fig. 11.— (a): Star formation rate column density ⌃SFR versus gas column density ⌃gas measured in the GRAVTURB simulations
listed in Table 2 for a star formation e�ciency SFE = 1% (blue) and SFE = 10% (red). Two contour lines for each SFE are drawn. The
thick contours enclose 50% of all (⌃gas, ⌃SFR) simulation pairs, centered on the peak of the distribution, while the thin contours enclose
99%. (b): Same as (a), but only the contours of the simulations are drawn, and observational data of Galactic clouds from Heiderman
et al. (2010) are superimposed. The individual data points are labeled in the legend of the bottom panels (Taurus: filled black box, Class I
YSOs and Flat YSOs: green and red stars and upper-limits shown as downward-pointing triangles, HCN(1–0) Clumps: golden diamonds,
and C2D+GB Clouds: dark blue boxes). The simulation data in panels (a) and (b) are plotted for a local core-formation e�ciency ✏ = 1,
the value expected without any local feedback from YSOs. (c): Same as (b), but the simulation data was transformed to ✏ = 0.5 using
Equations (47), which changes the GRAVTURB contours compared to (a) and (b). The value ✏ = 0.5 was determined by fitting the
simulation data to the observational data using Equation (48), suggesting local e�ciencies of ✏ ⇡ 0.3–0.7 for an assumed SFE ⇡ 1–10%
in the observed clouds. (d): Same as (c), but for the simulation maps smoothed to 4⇥ coarser resolution, demonstrating the e↵ect of
observing the simulated clouds with reduced telescope resolution.

distribution, with two contour levels for SFE = 1% (blue
contours) and SFE = 10% (red contours). The thick
contours enclose 50% of all simulation pixels and the
thin contours enclose 99%. The contours help to eas-
ier identify the underlying probability distribution of the
scattered data points.
The simulation data have a broad probability distribu-

tion with a clear positive correlation between ⌃SFR and
⌃gas. The data for SFE = 10% are shifted to higher ⌃SFR

and lower ⌃gas compared to the SFE = 1% distribution,
because more gas is accreted by sink particles and thus
removed from the gas phase at higher SFE. If we were
to fit power laws to the distributions, the slopes would
be in the range 1–2, i.e., ⌃SFR / ⌃1–2

gas with somewhat
flatter slopes at higher SFE.

6.2. Galactic observations of ⌃gas and ⌃SFR

To compare the simulation data with observations,
we add data of Galactic clouds from Heiderman et al.
(2010) in panel (b) of Figure 11, superimposed on the
simulation contours. The observational data are from
Galactic observations of clouds and young stellar objects
(YSOs) identified in the Spitzer Cores-to-Disks (C2D)
and Gould’s-Belt (GB) surveys (Evans et al. 2009), of

massive dense clumps (Wu et al. 2010), and of the Tau-
rus molecular cloud (Pineda et al. 2010; Rebull et al.
2010). The simulation data indicated by the same con-
tours of panel (a) fall in the range of the observational
data, however, the simulation data show slightly higher
⌃SFR than the observational data, on average. This is
not surprising, given that our simulations did not include
any local feedback from YSOs. It is known, however,
that young stars eject a significant amount of accreted
material, thereby reducing the overall accretion rate due
to feedback from jets, winds, and outflows (Wardle &
Koenigl 1993; Konigl & Pudritz 2000; Beuther et al.
2002; Pudritz et al. 2007; Peters et al. 2011; Seifried et al.
2011a). Hence, only a fraction ✏ < 1 of the in-falling gas
actually ends up on the protostar.
The local core-formation e�ciency is parameterized by

the factor ✏ in Equation (7), from which all the SFR↵ -
models in Section 2 were derived. Since there is no feed-
back in our simulations, ✏ = 1 by definition. However,
we can devise a correction to account for ✏ < 1. For this,
we simply have to multiply the original ⌃SFR for ✏ = 1
by a given ✏ < 1. To conserve mass, we also have to ac-
count for the fact that a fraction (1� ✏) was not accreted
and remained in the gas phase due to local feedback.



modeling galactic SF

(Li, Mac Low, & Klessen, 2005, ApJ, 620,L19 - L22)

SPH calculations of self-gravitating disks of stars and (isothermal) gas in dark-
matter potential, sink particles measure local collapse --> star formation
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We find 
correlation 
between star 
formation rate 
and gas 
surface 
density:

global
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law
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observed Schmidt law

(from Kennicutt 1998)
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1.5in both cases:



molecular cloud formation

(from Dobbs et al. 2008)



molecular cloud formation

(Dobbs & Bonnell 2007)



molecular cloud formation

(Dobbs et al. 2008)

molecular gas fraction as function of time molecular gas fraction as function of density



molecular cloud formation

molecular gas fraction of fluid 
element as function of time molecular gas fraction as function of density

(Dobbs et al. 2008)
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Schmidt et al. (2009, A&A, 494, 127)



experimental set-up

6 ray approximation to 
external radiation field

- AMR MHD (B = 2 muG)
- stochastic forcing   
   (Ornstein-Uhlenbeck)
- self-gravity
- time-dependent chemistry
- cooling & heating processes
   --> thermodynamics done 
        right!

- gives you mathematically 
  well defined boundary 
  conditions 
  --> good for statistical 
       studies



chemical model 0

•32 chemical species
-17 in instantaneous equilibrium:

-19 full non-equilibrium evolution

•218 reactions

•various heating and cooling processes

(Glover, Federrath, Mac Low, Klessen, 2010, MNRS, 404, 2)
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HI to H2 conversion rate

(Glover, Federrath, Mac Low, Klessen, 2010)



HI to H2 conversion rate

(Glover, Federrath, Mac Low, Klessen, 2010)

H2 forms rapidly in shocks / 
transient density fluctuations / 
H2 gets destroyed slowly in 
low density regions / result: 
turbulence greatly enhances 
H2-formation rate



HI to H2 conversion rate

(Glover, Federrath, Mac Low, Klessen, 2010)

compare to data from 
Tamburro et al. (2008) study: 

tform ~ few x 106 years



CO, C+ formation rates

(Glover, Federrath, Mac Low, Klessen, 2010)

C
C+

CO



effects of chemistry 1
total column density

12CO column density

H2 column density

temperature

(Glover, Federrath, Mac Low, Klessen, 2010)



effects of chemistry 2
total column density

12CO column density

H2 column density

temperature

(Glover, Federrath, Mac Low, Klessen, 2010)

ratio N(H2)/N(12CO)     



• it has been proposed that molecule formation (H2, 
CO, etc.) is a prerequisite for star formation
(e.g. Schaye 2004; Krumholz & McKee 2005; Elmegreen 2007; Krumholz et al. 2009)

• the idea is that CO is a necessary coolant for collapse

• however, also C+ is a very efficient coolant!
(Glover & Clark 2011)

• to address this question, we performed dedicated 
simulations in Heidelberg

are molecules needed to form stars?



are molecules needed to form stars?

NO!  CII, CI, provide equal amounts of cooling to CO . . .
image from Simon Glover



no molecule formation

with full network

Glover & Clark (2011, MNRAS, 421, 9)

cooling rates for 
different species



• presence of molecular gas has only 
very minor influence on ability of 
cloud to form stars

• C+ is equally efficient coolant in 
atomic phase as CO in molecular

• what is crucial is the ability of cloud 
to shield itself from interstellar 
radiation field 

• but clouds that are big/dense 
enough to shield themselves will be 
molecular!

this suggests that the correlation 
between H2 and star formation is
a coincidence

4 S. C. O. Glover and P. C. Clark

Nevertheless, the differences between the star formation histories
of the clouds simulated in these four runs are relatively small, despite
the significant differences that exist in the chemical make-up of the
clouds. The presence of H2 and CO within the gas appears to make
only a small difference in the ability of the cloud to form stars.
Furthermore, the fact that a cloud that does not form any molecules
is not only able to form stars, but does so with only a short delay
compared to one in which all of the hydrogen and a significant
fraction of the carbon is molecular is persuasive evidence that the
formation of molecules is not a prerequisite for the formation of
stars.

Examination of the nature of the stars formed in these four sim-
ulations is also informative. Naively, one might expect that in the
absence of molecular cooling, or more specifically CO cooling, the
minimum temperature reached by the star-forming gas would be
significantly higher. If so, then this would imply that the value of
the Jeans mass in gas at this minimum temperature would also be
significantly higher. It has been argued by a number of authors (e.g.
Jappsen et al. 2005; Larson 2005; Bonnell, Clarke & Bate 2006) that
it is the value of the Jeans mass at the minimum gas temperature in
a star-forming cloud that determines the characteristic mass in the
resulting initial mass function (IMF). Following this line of argu-
ment, one might therefore expect the characteristic mass to be much
higher in clouds without CO. However, our results suggest that this
is not the case. In runs C, D1 and D2, the mean mass of the stars that
form is roughly 1–1.5 M! (Fig. 1, bottom panel) and shows no clear
dependence on the CO content of the gas. Indeed, the mean mass
is slightly lower in run C, which has no CO, than in run D2, which
does. The mean stellar mass that we obtain from these simulations
is slightly higher than the characteristic mass in the observation-
ally determined IMF, which is typically found to be somewhat less
than a solar mass (Chabrier 2001; Kroupa 2002). However, this is
a consequence of our limited mass resolution, which prevents us
from forming stars less massive than 0.5 M!, and hence biases our
mean mass towards higher values. (We return to this point in Sec-
tion 3.3.) In run B, we again find a greater difference in behaviour,
but even in this case, the mean stellar mass remains relatively small,
at roughly 2 M!. It therefore appears that the presence or absence
of molecules does not strongly affect either the star formation rate
of the clouds or the mass function of the stars that form within them.

Conspicuous by its absence from our discussion so far has been
run A, the run in which we assumed that the gas remained optically
thin throughout the simulation. In this run, we find a very different
outcome. Star formation is strongly suppressed, and the first star
does not form until t = 7.9 Myr, or roughly three global free-fall
times after the beginning of the simulation. The results of this run
suggest that it is the ability of the cloud to shield itself from the
effects of the ISRF, rather than the formation of molecules within
the cloud, that plays the most important role in regulating star
formation within the cloud (cf. Krumholz, Leroy & McKee 2011).

3.2 Thermal and chemical state of the gas

3.2.1 Temperature distribution

In order to understand why molecular gas appears to be of only
very limited importance in determining the star formation rate, it is
useful to look at the thermal state of the gas in the different runs
at the point at which they begin forming stars. This is illustrated in
Fig. 2 for runs B, C, D1 and D2. For comparison, we also show the
temperature distribution of the gas in run A at t = 2.3 Myr (i.e. at
a similar time to the other four runs, albeit roughly 5.6 Myr before

Figure 2. Gas temperature plotted as a function of n, the number density of
hydrogen nuclei, in runs B, C, D1 and D2 (panels 2–5) at a time immediately
prior to the onset of star formation in each of these runs. Note that this
means that each panel corresponds to a slightly different physical time. For
comparison, we also plot the temperature of the gas as a function of density
in run A (panel 1, at the top) at a similar physical time, t = 2.3 Myr, although
in this case, this is long before the cloud begins to form stars.

run A itself begins to form stars). The first point to note is the basic
similarity of the temperature distribution in most of the runs. In runs
B, C, D1 and D2, the temperature decreases from roughly 100 K at n
∼ 10 cm−3 to 10 K at n = 105 cm−3 and to 8 K at n = 106 cm−3. This
corresponds to a relationship between temperature and density that
can be approximated as T ∝ ρ−0.25 at n < 105 cm−3, or a relationship
between pressure and density P ∝ ρ0.75, in good agreement with
the relationship P ∝ ρ0.73 proposed by Larson (1985, 2005). The
fact that the effective equation of state of the gas is significantly
softer than isothermal (i.e. P ∝ ρ) means that the local Jeans mass
decreases rapidly with increasing density within the cloud, a factor
which is known to greatly assist gravitational fragmentation (see

C© 2012 The Authors
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Molecular gas and star formation 11

However, in this case it is necessary to use the Treecol algorithm to
compute the distributions of H2 and CO column densities in addition
to the total hydrogen column density, since these are needed in order
to compute the mean attenuation factors corresponding to H2 self-
shielding, 〈fH2,H2 〉, CO self-shielding, 〈f CO,CO〉, and the shielding of
CO by H2, 〈fH2,CO〉. Our expression for fH2,H2 comes from Draine
& Bertoldi (1996), while those for fH2,CO and f CO,CO come from
Lee et al. (1996). A more accurate treatment of CO self-shielding
and the shielding of CO by H2 has recently been given by Visser,
van Dishoeck & Black (2009), but we would not expect our results
to change significantly if we were to use this in place of the older
Lee et al. (1996) treatment.

2.3 Sink particles

Sink particles are formed once the gas exceeds a number density
of 107 cm−3, which is around the density at which we start to lose
resolution in the 2 × 106 particle simulations (assuming a minimum
temperature of 8 K; see Section 3.2). To ensure that sink particles are
not created by mistake, we require the parcel of gas comprising the
candidate particle and its 50 nearest neighbours to be gravitationally
bound and collapsing (following the prescription given by Bate et al.
1995). Once formed, sink particles are able to accrete additional
SPH particles coming within a preset sink accretion radius racc,
provided that the SPH particles are not only gravitationally bound to
the sink, but are also more strongly bound to it than to any other sink
within the computational volume. We prevent new sink particles
from forming within a distance of 2racc of existing sink particles.
In this study, we set racc = 0.0026 pc, equal to the Jeans length at
n = 107 cm−3 and T = 8 K when the mean molecular weight µ =
2.33 amu. All gravitational forces, including those from the sinks,
are softened using the standard kernel softening that has been shown
by a number of authors to prevent ‘artificial’ fragmentation of the
gas (Bate & Burkert 1997; Whitworth 1998; Hubber, Goodwin &
Whitworth 2006).

2.4 Initial conditions

The starting point for our calculations is a uniform sphere with a
hydrogen nuclei number density n = 300 cm−3, and a total mass of
104 M%, meaning that it has an initial radius of approximately 6 pc.
Such conditions are typical of those found in nearby star-forming
clouds, and give the cloud a visual extinction at its centre of roughly
3. We model the cloud with either 2 × 106 SPH particles (our
standard resolution) or 2 × 107 SPH particles (our high resolution,
used only in run D3), and we require that the physical quantities for
every SPH particle are calculated by averaging over 50 neighbours.
This sets the mass resolutions at 0.5 and 0.05 M% in our low- and
high-resolution simulations, respectively (Bate & Burkert 1997).
We inject bulk (non-thermal) motions into the cloud by imposing
a turbulent velocity field that has a power spectrum of P(k) ∝ k−4.
The energy in the turbulence is initially equal to the gravitational
energy in the cloud, giving an initial root-mean-squared velocity of
around 3 km s−1. The turbulence is left to freely decay via shocks
and compression-triggered cooling. We set the initial temperature
of the gas to 20 K, but this is quickly altered when the simulation
starts, as the gas tries to find an equilibrium between the various
heating and cooling processes that are included in our model of the
interstellar medium (ISM). We adopt a confining pressure equal to
pext = 12 000 K cm−3, but note that runs with much smaller values
of pext produce very similar results.

We adopt total carbon and oxygen abundances relative to hydro-
gen that are xC = 1.4 × 10−4 and xO = 3.2 × 10−4, respectively
(Sembach et al. 2000). For the cosmic ray ionization rate of atomic
hydrogen, we take a value ζ H = 10−17 s−1. Cosmic ray ionization
rates for other species (e.g. molecular hydrogen) were computed as-
suming that they had the same ratios to ζ H as given in the UMIST99
chemical data base (Le Teuff, Millar & Markwick 2000).

3 R ESULTS

3.1 Star formation in the clouds

In the top panel of Fig. 1, we show the rate at which mass is
converted into sink particles in runs B, C, D1 and D2. In all four
of these runs, star formation begins within the cloud after roughly
2–2.5 Myr. For comparison, the global free-fall time of the cloud in
its initial state is approximately 2.5 Myr, and so in all four of these
runs, stars begin to form within roughly one free-fall time.

If we look in more detail at the time histories plotted in Fig. 1,
we see that the time that elapses between the beginning of the
simulations and the onset of star formation has a slight sensitivity
to the chemical state of the gas. Run D2, which includes both H2

and CO chemistry, and which begins with the hydrogen already
fully molecular, is the first run to begin forming stars. However, star
formation in run C (initially atomic, H2 chemistry only) and run
D1 (initially atomic, H2 and CO chemistry) is delayed only slightly
compared to run D2, by roughly 0.1 Myr. Moreover, by the end of
the simulation, all three simulations are forming stars at very nearly
the same rate, although a greater number of stars have formed in run
D2, owing to its head start. Finally, star formation in run B (atomic
gas) is delayed for slightly longer, roughly 0.3 Myr, although once
star formation does begin, it occurs at a very similar rate to that in
the other three runs.

Figure 1. Upper panel: mass in sinks as a function of time in runs B (short
dashed line), C (solid line), D1 (long dashed line) and D2 (dot–dashed
line). Middle panel: number of sinks formed in each simulation, plotted as
a function of time. Lower panel: mean sink mass versus time in the same
four simulations. For reference, the mass resolution in these simulations was
0.5 M%.

C© 2012 The Authors, MNRAS 421, 9–19
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Star formation in metal-poor gas clouds 7

lower metallicities, as the CO abundance declines. On the
other hand, the rate at which the dense gas is heated by
the photoelectric e↵ect increases as we decrease Z, owing to
the consequent reduction in the mean extinction of the gas.1

The net e↵ect is to increase the temperature of the densest
gas from roughly 5 K in the solar metallicity case to closer
to 80 K in the Z = 0.01Z� case. This increase in the temper-
ature of the dense gas makes it much harder to create high
density substructure within the cloud, whether through the
action of turbulence or that of gravity, explaining why it
takes longer for the cloud to start forming stars.

The increase in the gas temperature will also lead to an
increase in the Jeans mass. If we compare the temperatures
in the runs at a density of 104 cm�3, characteristic of most
prestellar cores, then we see that there is roughly a factor of
five increase in the temperature between the solar metallicity
case and the 0.01 Z� case, corresponding to an increase in
the Jeans mass by about a factor of 10. If we look at the
densest gas in our simulations, we see an even stronger e↵ect.
The change in the Jeans mass that occurs as we reduce the
metallicity could potentially have a pronounced influence
on the initial mass function of the stars that form, although
the limited mass resolution of our simulations does not allow
us to address this issue with confidence. Nevertheless, it is
important to realise that the Jeans mass in the dense gas
remains much smaller than the mass of the cloud. Since the
cloud itself also remains gravitationally bound in even the
lowest metallicity run, the gravitational collapse of part or
all of the gas within it, and the consequent formation of
stars, is an inevitable outcome of the evolution of the cloud.

3.5 CO emission

The results of the previous sections demonstrate that the CO
content of the low metallicity clouds is much smaller than
the CO content of the solar metallicity clouds. It is therefore
reasonable to assume that the lower metallicity clouds will
produce much less emission in the J = 1 ! 0 rotational
transition of 12CO, the most commonly used observational
tracer of molecular gas. To confirm this expectation, we have
computed emission maps for this transition for each of our
model clouds using the RADMC-3D radiative transfer code.

In Figure 5, we show velocity-integrated emission maps
of the central region of each of our model clouds at a point
just before the onset of star formation. In each case, we have
computed the emission arising from a cubic region of side
length 16.2 pc centered on the cloud2 which was discretised
onto a 1283 grid. The CO level populations were computed
using the large velocity gradient (LVG) approximation, and
we account for small-scale, unresolved motions by including
a uniform microturbulent contribution vmtb = 0.2 km s�1 to

1 In optically thin regions, reducing the metallicity reduces the
photoelectric heating rate, since there is less dust to absorb UV
photons and emit photo-electrons. However, in high column den-
sity regions, this e↵ect is less important than the reduction in the
mean extinction, as the latter leads to an exponential increase in
the heating rate with decreasing Z, up to the point at which the
gas becomes optically thin.
2 Note that we expect very little CO emission to come from gas
outside of this volume even in the solar metallicity case.

Figure 4. Phase diagram showing the temperature of the gas as a
function of its density, colour-coded to indicate the CO abundance
at each point in density-temperature space.

the line broadening. Further details of the operation of the
code can be found in Shetty et al. (2011a,b).

The emission maps in Figure 5 demonstrate that as we
reduce the metallicity of the gas, the CO emission produced
by the cloud does indeed decrease. The di↵use CO emission
that traces the majority of the cloud volume in the solar
metallicity runs is quickly lost as we move to lower metallic-
ities, but the densest gas continues to produce distinct emis-
sion peaks down to very low metallicities. The peak value
of the CO velocity-integrated intensity, WCO,max, does not
show any clear dependence on the metallicity of the gas (Ta-
ble 3), but the mean intensity, WCO,mean, decreases rapidly
as the metallicity decreases. The mean intensity also tends
to be smaller in the runs that start with atomic hydrogen
rather than molecular hydrogen, although this is only a large
e↵ect in the Z = 0.01 Z� run.

We have also computed the mean X-factor for each re-
gion, using the following definition:
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Star formation in metal-poor gas clouds 3

a mass resolution of 0.5 M�. We showed in Glover & Clark
(2012b) that this mass resolution is su�cient to accurately
determine the star formation rate, but that it does not al-
low us to draw strong conclusions regarding the form of the
low-mass end of the stellar initial mass function. We inject
bulk (non-thermal) motions into the cloud by imposing a
turbulent velocity field that has a initial power spectrum
P (k) / k

�4, where k is the wavenumber. The energy in
the turbulence is initially equal to the gravitational energy
in the cloud, meaning that the initial root mean squared
turbulent velocity is around 3 km s�1. During the simula-
tion, the turbulence is allowed to freely decay via shocks and
compression-triggered cooling. We set the initial gas temper-
ature to 20 K and the initial dust temperature to 10 K, but
these values both alter rapidly once the simulation begins,
as the gas and dust relax towards thermal equilibrium.

We consider five di↵erent metallicities in this study:
Z = 0.01, 0.03, 0.1, 0.3, and 1.0 Z�. In our solar metal-
licity runs, we adopt the values xC = 1.4 ⇥ 10�4 and
xO = 3.2 ⇥ 10�4 for our total oxygen and carbon abun-
dances relative to hydrogen (Sembach et al. 2000). In the
lower metallicity runs, we assume that xC and xO scale lin-
early with the metallicity. We also assume that our dust
abundance scales linearly with Z, but for simplicity assume
that its properties remain the same (i.e. we do not change
the form of the extinction curve as we move to lower Z,
merely the overall normalization). In every simulation, we
assume that all of the available carbon starts in the form
of C+ and that all of the available oxygen starts in neutral
atomic form. For each metallicity, we perform two simula-
tions, one in which the hydrogen is initially fully molecular,
and a second in which it is initially fully atomic. We denote
the simulations that start with molecular hydrogen by labels
of the form Zn-M, where n refers to the metallicity (e.g. Z1-
M corresponds to solar metallicity, Z01-M to 0.1 Z�, etc.),
while for the simulations starting with atomic hydrogen, we
use labels of the form Zn-A.

Finally, we note that the cosmic ray ionization rate of
atomic hydrogen in all of our simulated clouds was ⇣H =
10�17 s�1. The cosmic ray ionization rates for the other ma-
jor chemical species tracked in our chemical model were as-
sumed to have the same ratio relative to the rate for atomic
hydrogen as given in the UMIST99 chemical database (Le
Teu↵, Millar & Markwick 2000).

3 RESULTS

3.1 Star formation rate

We first examine how the star formation rate in our model
clouds varies as we vary the metallicity. As in Glover &
Clark (2012b), we use the total mass of gas incorporated into
sink particles as a proxy for the mass of stars formed. Al-
though the limited mass resolution of our simulations means
that the total number of sinks formed is probably not well-
resolved, we have shown in previous work that our adopted
resolution is su�cient to accurately determine the star for-
mation rate (Glover & Clark 2012b).

In the upper panel of Figure 1, we show how the mass
in sinks varies with time in the five runs in which the hy-
drogen starts in the form of H2, i.e. runs Z1-M, Z03-M, Z01-
M, Z003-M and Z001-M. In run Z1-M, the solar metallicity

Figure 1. Upper panel: Mass in sinks, plotted as a function of
time, for runs Z1-M (solid line), Z03-M (dotted line), Z01-M
(dashed line), Z003-M (dot-dashed line) and Z001-M (dot-dot-
dot-dashed line). In these runs, the hydrogen was initially in fully
molecular form. Lower panel: The same quantity, but for runs Z1-
A (solid line), Z03-A (dotted line), Z01-A (dashed line), Z003-A
(dot-dashed line) and Z001-A (dot-dot-dot-dashed line). In these
runs, the hydrogen was initially fully atomic.

run, the first sink forms at tSF = 2.05 Myr. For compari-
son, the free-fall time of the cloud at its initial mean density
is slightly longer, t↵ ⇠ 2.5 Myr. However, the turbulence
in the cloud creates overdense regions that are able to col-
lapse more rapidly than the cloud as a whole, and so it is
not particularly surprising that tSF < t↵ . Once star forma-
tion has begun, it proceeds steadily, with the total mass
of stars reaching 200 M� after another 0.6 Myr (Table 1).
Measured from the start of the simulation, the star forma-
tion e�ciency per free-fall time of the cloud at this point is
approximately 0.02, consistent with recent estimates of this
quantity by Krumholz & Tan (2007) and Lada, Lombardi &
Alves (2010). We halt the simulation shortly after this point
because we do not include the e↵ects of stellar feedback in
our models and hence expect them to become increasingly
inaccurate as the mass incorporated into stars increases, and
as the individual stars approach the main sequence.

If we now look at what happens as we decrease the
metallicity, we see that as we reduce Z, we delay the onset
of star formation. The time at which the first sink particle
forms, tSF, increases from 2.05 Myr in the solar metallicity
case to 5.02 Myr in the 0.01 Z� case. However, even in this
case, the delay in the onset of star formation corresponds to
only slightly more than a cloud free-fall time, and star forma-
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Figure 5. Maps of column density (first and third columns) and integrated intensity in the J = 1 ! 0 rotational transition of 12CO
(second and fourth columns) for each of the simulations. The maps show a region of side length 16.2 pc that includes roughly 80% of the
total cloud mass, but almost all of the CO emission. The CO integrated intensity maps were produced using the RADMC-3D radiative
transfer code, as described in the text.

XCO =
NH2,mean

WCO,mean
, (3)

where NH2,mean is the mean value of the H2 column den-
sity. We list the resulting values in Table 3, in units of
the canonical value for Galactic GMCs, XCO,gal = 2 ⇥

1020 cm�2 (K km s�1)�1 (see e.g. Dame et al. 2001). We see
that as we reduce the metallicity of the gas, XCO increases,
but that the strength of this e↵ect depends on the initial
chemical state of the gas. In the runs that start with their
hydrogen in molecular form, the mean H2 column density of
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Figure 3. Evolution with time of the maximum density (blue, solid line)
and minimum temperature (red, dashed line) in the slow flow (top panel) and
the fast flow (bottom panel). Note that at any given instant, the coldest SPH
particle is not necessarily the densest, and so the lines plotted are strictly
independent of one another.

owing to the fact that in this case, star formation begins before all
of the low-density, unshocked gas has had time to cool sufficiently
to reach the cold phase.

As well as forming significantly more cold gas, we also see that
the fast flow forms more dense gas. Indeed, gas at number densities
n ≥ 104 cm−3 – the minimum density characteristic of the structures
identified observationally as pre-stellar cores – appears after only
about 2.5 Myr in the fast flow, in comparison to 19 Myr in the slow
flow. We also see that the evolution of the density fractions in the
slow flow is more stochastic, indicating that much of the structure
that is formed during the collision between the streams is transient.
This transient structure is either ripped apart by the ram pressure of
the flows or pushed apart by internal thermal pressure and turbulent
motions. In the fast flow, we do not see this behaviour; typically, the
mass above each of our threshold densities is continually rising.

4 C H E M I C A L A N D O B S E RVATI O NA L
TIME-SCA LES

In this section, we first give an overview of the general chemical
evolution of the flows and how long it takes to form a ‘molecular’

cloud in each case – i.e. one that would be seen by an observer
via CO emission. We then go on to look at how the post-processed
CO maps of HH08 compare to our fully self-consistent and time-
dependent treatment of the cloud chemistry. Finally, we look at how
the observable properties of the CO vary with time as the clouds
(and star-forming regions) are assembled.

4.1 General chemical evolution of the flows

An overview of the chemical state of the gas can be found in Fig. 6.
The left-hand plots depict how the global chemical state of the gas
evolves as the flow advances. They show the fraction of the available
hydrogen that is in the form of H2 and the fraction of the available
carbon that is in the form of C+, C or CO. The fraction of the total
carbon that is incorporated into other molecules, such as HCO+, is
always very small and is not plotted. The right-hand plots show the
maximum abundances of H2 and CO within the simulation, which
tells us whether there are any molecular-dominated regions within
the flow. Note that in this plot, the abundances are given with respect
to the overall number of hydrogen nuclei (a conserved quantity),
such that gas in the form of pure H2 will have a fractional abundance
of H2 that is 0.5, whereas gas in which all of the carbon is in the
form of CO will have a fractional abundance of CO that is 1.4 ×
10−4.

We start by looking at the evolution of the H2 in the cloud in Fig. 6.
The left-hand plot shows that the gas goes from being completely
atomic – as in our initial conditions – to having around 10 per cent of
its hydrogen in molecular form by the point at which star formation
sets in (∼7 per cent in the case of the slow flow and ∼12 per cent in
the case of the fast flow). The initial rise in the amount of H2 is also
sharp, going from essentially zero to around a per cent over a period
of less than 2 Myr in each flow. Such a rapid rise can be understood
by looking at the density evolution in Fig. 4. We see that for each
flow, the sudden rise in the H2 fraction is accompanied by a rapid
rise in the amount of gas with a density above 100 cm−3. Since the
formation time of H2 is of the order of 109/n Myr (Hollenbach &
McKee 1979), where n is the number density of the gas, we see
that once the gas density exceeds 100 cm−3, the time required to
convert a large fraction of the hydrogen to molecular form becomes
of the order of a few Myr. Therefore, the sudden appearance of H2

is simply a consequence of the structure that is formed in the flows.
Fig. 6 also shows that some pockets of gas can become almost

fully molecular very early in the calculation, as shown the right-
hand plots of Fig. 6. Again this is simply a reflection of the density
evolution that we see in Fig. 4. What is interesting is that these
pockets of H2 appear very early in the flows’ evolution, well before
the onset of star formation. In the slow flow, the pockets of molecular
gas appear more than 10 Myr before the first star-forming core,
and even in the fast flow, these pockets precede the star formation
by about 3 Myr. In both cases, the regions of molecular hydrogen
appear long before the flows have been able to assemble anything
that could be construed as a star-forming cloud. As such, they exist
in relative isolation during the pre-assembly phase.

In contrast to the early appearance of H2, the appearance of CO
occurs extremely late. The simulations start with all of their carbon
in the form of C+, and we see that most of the carbon stays in this
form as the flows evolve, even once star formation has begun within
the dense gas. Very shortly after the start of the simulation, a small
fraction of the C+ recombines, yielding neutral atomic carbon, and
the amount of this that is present in the flow rises over time as the
amount of cold, dense gas increases. In particular, the same increase
in density that is seen in Fig. 3 also causes the amount of neutral
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Figure 6. Chemical evolution of the gas in the flow. In the left-hand column, we show the time evolution of the fraction of the total mass of hydrogen that is
in the form of H2 (red solid line) for the 6.8 km s−1 flow (upper panel) and the 13.6 km s−1 flow (lower panel). We also show the time evolution of the fraction
of the total mass of carbon that is in the form of C+ (green dashed line), C (orange dot–dashed line) and CO (blue double-dot–dashed line). In the right-hand
column, we show the peak values of the fractional abundances of H2 and CO. These are computed relative to the total number of hydrogen nuclei, and so the
maximum fractional abundances of H2 and CO are 0.5 and 1.4 × 10−4, respectively. Again, we show results for the 6.8 km s−1 flow in the upper panel and the
13.6 km s−1 flow in the lower panel. Note that the scale of the horizontal axis differs between the upper and lower panels.

resulting maps are hence those that would be seen by an observer
sitting at positive x (i.e. one who is looking along the flow).

The images in Fig. 9 show the results from the radiative transfer
calculations, along with the column number density for the same
region. The line transfer data are shown as the velocity-integrated
intensity (WCO) – the quantity that is commonly used to deter-
mine H2 column densities via the so-called ‘X-factor’ (Solomon
et al. 1987; Young & Scoville 1991; Dame, Hartmann & Thaddeus
2001). We perform the radiative transfer at four times in each flow’s
history, spanning a period from 2 Myr before the onset of star for-
mation to 0.8 Myr after the onset of star formation (which is also the
point at which we halt the simulations due to the rapidly increasing
computational expense).

We see that in both cases, WCO is large in the region immediately
surrounding the star-forming core, and that the dense pre-stellar
core is embedded in a larger region of diffuse CO emission. The
range of values for WCO in this region – from a few K km s−1 to
around 20–30 K km s−1 – appears to be consistent with the range
of values found in local clouds such as the Taurus molecular cloud
(Goldsmith et al. 2008; Narayanan et al. 2008). However, the length-
scale associated with the CO-bright regions does differ between the
two flows. For the slow flow, the region around the pre-stellar core is
2 pc in length at the onset of star formation, while in the fast flow the
region is somewhat smaller, having a diameter of roughly 0.5 pc.

In both cases, the extent of the CO emission reflects the column
density distribution in the gas. In general, however, it seems that at
these early times the CO is confined to regions that are undergoing
gravitational collapse.

The images shown in Fig. 9 also demonstrate that both the size of
the CO-bright region and the strength of the emission from this re-
gion vary strongly with time. At a time of 2 Myr before the onset of
star formation, there is essentially no visible CO emission coming
from the fast flow, and only one small region of relatively faint emis-
sion in the slow flow.2 However, the size of the CO-bright region and
the strength of the emission from this region both increase rapidly as
the pre-stellar core begins to undergo gravitational collapse. From
the column density images, we can see that this change largely just
reflects the change in the column density distribution that occurs
as the core collapses. Although the observational definition of ‘de-
tection’ of a molecular cloud via CO emission can vary, depending
on the method used to extract the cloud from the data set and the
telescope used to conduct the survey, a value ofWCO ! 1 K km s−1

2 Strictly speaking, there is a very low level of CO emission coming from
every part of the cloud, but in the image we only indicate the emission when
WCO ≥ 0.1 K km s−1, as emission below this threshold would not in practice
be detectable.
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slow flow

CO rises only shortly 
before the onset of SF



fast flow

Clark (2012, MNRAS, 424, 2599)

slow flow

Molecular cloud formation time-scales 2609

Figure 9. The images show the evolution of the column number density, N, and the velocity-integrated intensity in the J = 1–0 line of 12CO, WCO (1–0),
for the region in which the first star forms in each of the flows. Four times are shown: 2 Myr prior to star formation (upper left-hand panels), 1 Myr prior to
star formation (upper right-hand panels), the point of star formation (lower left-hand panels) and 0.8 Myr after the onset of star formation (lower right-hand
panels). The CO-integrated intensity map is obtained via a radiative transfer calculation performed with the RADMC-3D code and uses the large velocity gradient
approximation to compute the CO level populations.

simulation before the onset of star formation, and hence correspond
to a time less than 105 yr prior to the formation of the first sink
particle.3

3 We produce output snapshots every 105 yr during the runs.

As in the previous sections, we again see a very different picture
when we compare the conditions surrounding the star-forming core
in each flow. The main difference between the simulations is that
the slow flow is almost entirely Jeans unstable by the onset of star
formation (i.e. its gravitational energy is greater than its thermal
energy), while the fast flow is in general gravitationally stable. This
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Different Physics - Heating and 
cooling balance...

photoelectric emission 
(Bakes & Tielens 1994; Wolfire et al 2003)

Excitation and photodissociation of H2 
(Black & Dalgarno 1977; Draine & Bertoldi 1996)

Heating by H2 formation on dust grains 
(Duley & Williams 1993; Glover 2009)

Cosmic ray ionisation 
(Goldsmith & Langer 1978)

Heating of the dust by the interstellar radiation field 
(Mathis et al 1983; Black 1994; Ossenkopf & Henning 1994).

Fine-structure atomic line cooling from CI, CII, OI, SiI, SiI I 
(Glover & Mac Low 2007a).

Molecular line cooling from H2 (Le Bourlot et al 1999), CO and H2O 
(Neufeld & Kaufmann 1993; Neufeld, Lepp & Melnick 1995; Glover & Clark in 

prep).

Energy transfer between the gas 
and dust (Hollenbach & McKee 

1979)

Accurate treatment of the adiabatic 
index 

(Boley et al 2007).

pdV from gas dynamics.

Shock heating

Heating

Cooling

Both



2-level system



2-level system 1
Einstein considered three processes in the 2-level system
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• because the specific intensity B⌫(T ) of the Planck spectrum
grows monotoneously with temperature T for each fre-
quency ⌫ the brightness temperature Tb is uniquely defined;
in general Tb is a function of ⌫, only if the source is a black-
body Tb is the same for all frequencies;

10.3.5 Effective Temperature

• the effective temperature Te↵ is derived from the total
amount of flux F emitted by a source integrated over all
frequencies; we obtain Te↵ by equating F with the flux from
a blackbody of temperature Te↵,

Te↵ =
✓F
�

◆1/4

=

 

1
�

Z

I⌫ cos ✓d⌦d⌫
!1/4

; (10.83)

• note that Te↵ as well as Tb depend on the magnitude of the
source; brighter sources give higher values of Te↵ and Tb;

10.4 Einstein Coefficients

10.4.1 Einstein Coefficients and Derivation of
Planck’s Function

• Kirchhoff’s law (10.51), j⌫ = ↵⌫B⌫, relates emission and ab-
sorption coefficient with the equilibrium temperature T for
thermal radiation; Einstein studied this relation on a micro-
scopic level by analyzing the interaction of radiation with
a simple atomic system (FIGURE); he considered a system
with two discrete energy levels, level 1 with energy E1 and
statistical weight g1 and level 2 with energy E2 = E1 + h⌫ the statistical weight g indi-

cates the degeneracy of the
energy level;

level 1: E1; g2

�⌫

⌫⌫0

�(⌫)

�E = h⌫0

level 2: E2 = E1 + �E; g2

and statistical weight g2; the system goes from 1 to 2 by
absorbing a photon of energy h⌫ and back from 2 to 1 by
emitting a photon; Einstein was able to derive the Planck
function from first principles by considering two processes
for emission besides the one for absorption:

spontaneous emission with

A21 = probability per unit time for
spontaneous transition 2! 1

• spontaneous emission 
A21 = probability per unit time for spontaneous transition 2 → 1

• absorption
B21Iν = transition probability per unit time for absorption of a photon 
of frequency ν leading to 1 → 2

• stimulated emission
B21Iν = transition probability per unit time for stimulated emission of 
photon ν

• Iν  is the intensity, A21, B12Iν, and B21Iν have units of 1/s.
• A21, B12, and B21 are the Einstein coefficients
• in reality, the transition 1 → 2 requires a certain time ∆t leading to an 

uncertainty in the line width ∆ν; we introduce the line profile function 
φ(ν), which is normalized to   

• we replace Iν by
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absorption with

B12I⌫ = transition probability per unit time for
absorption of a photon of frequency ⌫
leading to 1! 2

stimulated emission with

B21I⌫ = transition probability per unit time for
stimulated emission of photon ⌫

stimulated emission takes
place in exactly the same
photon state (direction and
frequency) as the photon that
stimulated the emission; both
are precisely coherent;

the quantities A21, B12I⌫, and B21I⌫ are in units of 1/s.

• in reality the transition 2 ! 1 will have a finite duration

absortption spontanous
emission

stimulated
emission

leading to a certain line width �⌫ of the emitted line; this
can be accounted for by introducing the line profile func-
tion '(⌫) (see also §12.2) which is normalized to one,

Z 1

0
'(⌫) d⌫ = 1; (10.84)

we then replace I⌫ by

Ī⌫ =
Z 1

0
I⌫ '(⌫) d⌫ (10.85)

• in thermodynamic equilibrium, the number of transitions
from 1 to 2 equals the number of transitions from 2 to 1;
with N1 and N2 being the mean number of atoms in states 1
and 2, the detailed balance equation reads

N1B12 Ī⌫ = N2A21 + N2B21 Ī⌫ (10.86)

• we can solve for the specific intensity

Ī⌫ =
A21/B21

(N1/N2)(B12/B21) � 1
(10.87)

in thermodynamic equilibrium we have furthermore

N1

N2
=
g1 exp(�E1 / kT )
g2 exp(�E2 / kT )

=
g1

g2
exp

 

h⌫
kT

!

, (10.88)

so that

Ī⌫ =
A21/B21

(g1B12 / g2B21) exp(h⌫ / kT ) � 1
(10.89)

CHAPTER 10. FUNDAMENTAL CONCEPTS OF RADIATION217

absorption with

B12I⌫ = transition probability per unit time for
absorption of a photon of frequency ⌫
leading to 1! 2

stimulated emission with

B21I⌫ = transition probability per unit time for
stimulated emission of photon ⌫

stimulated emission takes
place in exactly the same
photon state (direction and
frequency) as the photon that
stimulated the emission; both
are precisely coherent;

the quantities A21, B12I⌫, and B21I⌫ are in units of 1/s.

• in reality the transition 2 ! 1 will have a finite duration

absortption spontanous
emission

stimulated
emission

leading to a certain line width �⌫ of the emitted line; this
can be accounted for by introducing the line profile func-
tion '(⌫) (see also §12.2) which is normalized to one,

Z 1

0
'(⌫) d⌫ = 1; (10.84)

we then replace I⌫ by
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Ī⌫ =
A21/B21

(N1/N2)(B12/B21) � 1
(10.87)

in thermodynamic equilibrium we have furthermore

N1

N2
=
g1 exp(�E1 / kT )
g2 exp(�E2 / kT )

=
g1

g2
exp

 

h⌫
kT

!

, (10.88)

so that
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2-level system 2
• in thermodynamic equilibrium the number of transition 2 → 1 are 

equal to 1 → 2, this is called detailed balance

• we get

• in thermodynamic equilibrium, we have the additional relation

• and both together give  
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Ī⌫ =
Z 1

0
I⌫ '(⌫) d⌫ (10.85)

• in thermodynamic equilibrium, the number of transitions
from 1 to 2 equals the number of transitions from 2 to 1;
with N1 and N2 being the mean number of atoms in states 1
and 2, the detailed balance equation reads
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2-level system 3
• because in thermodynamic equilibrium we have                         ,

meaning that the intensity follows the Planck function 

we get the following relations between the Einstein coefficients:

• although this was derived for thermodynamic equilibrium, these 
relations always hold, because the coefficients depend on 
fundamental atomic quantities only 
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• because in thermodynamic equilibrium Ī⌫ = B⌫(T ), (10.89)
is equal to the Planck function (10.70) if

g1B12 = g2B21 (10.90)

A21 =
2h⌫3

c2 B21 ; (10.91)

these are the Einstein relations; because the coefficients de-
pend on atomic quantities only (the quantum mechanical
Hamiltonian of the system), they contain no reference to
the temperature T and (10.90,10.91) must hold regardless
whether the system is in thermodynamic equilibrium or
not; the detailed balance equation is the extension of Kirch-
hoff’s law; once we have determined one coefficient, we can
obtain the other two using (10.90, 10.91);

10.4.2 Einstein Coefficients and Absorption and
Emission Coefficients

• to compute the emission coefficient j⌫ we must make an
assumption about the width of the emitted line; using the
same function '(⌫) for both emission as well as absorption
usually is a good approach in astrophysics;

• in this case, per definition (10.25), the energy emitted spon-
taneously in the time interval dt in the volume element dV
per solid angle d⌦ and per frequency range d⌫ is dE =
j⌫ dVd⌦ dtd⌫; by the same token, each atom contributes the
energy h⌫'(⌫) over all 4⇡ steradian, with the number den-
sity of atoms in the excited level n2 the total energy emitted
is

dE =
h⌫'(⌫)

4⇡
n2A21 dVd⌦ dtd⌫ , (10.92)

which yields

j⌫ =
h⌫'(⌫)

4⇡
n2A21 ; (10.93)

• likewise, the total energy absorbed by atoms in the ground
state in dt and dV is

n1B12

 

1
4⇡

"

h⌫'(⌫)I⌫ d⌫d⌦
!

dVdt , (10.94)

hence, the energy absorbed in dt and dV per solid angle d⌦
and in the frequency range d⌫ is

n1B12

4⇡
h⌫'(⌫)I⌫ d⌫d⌦dVdt ; (10.95)
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10.3.3 Planck Spectrum

• from equation (10.21) we read off the number density ns

of states available for photons per solid angle and per fre-
quency,

ns =
2⌫2

c3 , (10.64)

where the factor of 2 accounts for the two possible polari-
sations;

• as we know, each photon carries the energy h⌫, and we can
ask, what is the average energy of photons with frequency
⌫; to address this question, we assume there is an infinite
number of states available at ⌫ each occupied by n photons
with n = 0, 1, 2, ...; the energy in each state is thus En = nh⌫
and we know from statistical mechanics that the probability
of populating a state of energy En is exp(��En) where � =
(kT )�1 is the inverse temperature scaled with the Boltzmann
constant k = 1.38⇥10�16 erg K�1; for the average we then get

hEi =
P1

n=0 Ene��En

P1
n=0 e��En

= � @
@�

ln
0

B

B

B

B

B

@

1
X

n=0

e��En

1

C

C

C

C

C

A

; (10.65)

if we use
1
X

n=0

e��En =

1
X

n=0

e�nh⌫ � =
1

1 � e�h⌫ � , (10.66)

we finally get

hEi = h⌫e�h⌫ �

1 � e�h⌫ � =
h⌫

exp
 

h⌫
kT

!

� 1
; (10.67)

photons thus follow the Bose-Einstein statistics, where the Bose-Einstein statistics for
particles with chemical
potential zero allows an
increasing number of parti-
cles in states of decreasing
energy; this is in contrast
to the Fermi-Dirac statistics
which allows only a limited
number of particles in each
energy state;

average number of photons of frequency ⌫ (also called oc-
cupation number) is,

"

exp
 

h⌫
kT

!

� 1
#�1

; (10.68)

• the energy per solid angle per volume per frequency is then
simply

u⌫(⌦)dVd⌦d⌫ =
 

2⌫2

c3

!

h⌫
exp (h⌫ / kT ) � 1

dVd⌦d⌫ ; (10.69)

because of I⌫ = B⌫(T ) and using equation (10.10), u⌫(⌦) =
I⌫/c, we finally arrive at the definition of the Planck func-
tion,

log ⌫

lo
g

B ⌫
(T

)

T2 > T1

T1
Wien
limit

Rayleigh
Jeans
limit

the curve for T1 is fully con-
tained underneath the curve
B⌫(T2 > T1)

B⌫(T ) =
2h⌫3/c2

exp (h⌫ / kT ) � 1
; (10.70)
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• we get the following relations between the Einstein coefficients:

• we can express the Einstein coefficients in terms of the oscillator 
strength f21 

where me is the electron mass and e the electron charge; the oscillator 
strength “counts” the number of classical oscillators involved in the 
transition; for constant f21 the spontaneous transition rate is 
proportional to ν3 

• example: electric dipole transition

where µ21 is the dipole matrix element

2-level system 4

B21 =
32⇡4e2

3h2c
µ2

21
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not; the detailed balance equation is the extension of Kirch-
hoff’s law; once we have determined one coefficient, we can
obtain the other two using (10.90, 10.91);

10.4.2 Einstein Coefficients and Absorption and
Emission Coefficients

• to compute the emission coefficient j⌫ we must make an
assumption about the width of the emitted line; using the
same function '(⌫) for both emission as well as absorption
usually is a good approach in astrophysics;

• in this case, per definition (10.25), the energy emitted spon-
taneously in the time interval dt in the volume element dV
per solid angle d⌦ and per frequency range d⌫ is dE =
j⌫ dVd⌦ dtd⌫; by the same token, each atom contributes the
energy h⌫'(⌫) over all 4⇡ steradian, with the number den-
sity of atoms in the excited level n2 the total energy emitted
is

dE =
h⌫'(⌫)

4⇡
n2A21 dVd⌦ dtd⌫ , (10.92)

which yields

j⌫ =
h⌫'(⌫)

4⇡
n2A21 ; (10.93)

• likewise, the total energy absorbed by atoms in the ground
state in dt and dV is

n1B12

 

1
4⇡

"

h⌫'(⌫)I⌫ d⌫d⌦
!

dVdt , (10.94)

hence, the energy absorbed in dt and dV per solid angle d⌦
and in the frequency range d⌫ is

n1B12

4⇡
h⌫'(⌫)I⌫ d⌫d⌦dVdt ; (10.95)

B21 =
4⇡

h⌫21

⇡e

mec
f21



2-level system 5
• relation between emissivity and Einstein’s A21 coefficient: 

• relation between absorption coefficient and Einstein’s B21 coefficient:

• when including stimulated emission (laser, maser), this reads as 
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using (10.29) with dV = dAdl = dAcdt, this leads to the defi-
nition of the coefficient for absorption only,

↵⌫ =
h⌫'(⌫)

4⇡
n1B12 ; (10.96)

• because stimulated emission also depends on the incident
intensity, we can most conveniently treat it as a negative
absorption, i.e. the real absorption coefficient is reduced
by the contributions of stimulated emission; this correction
factor depends on the transition probability for stimulated
emission B21I⌫ and the density n2 of atoms in state 2; putting
it together, the true physical absorption coefficient therefore
is

↵⌫ =
h⌫'(⌫)

4⇡
(n1B12 � n2B21) ; (10.97)

• the transfer equation (10.34) for a ray along a distance dl
then reads,

dI⌫
dl
= �h⌫'(⌫)

4⇡
(n1B12 � n2B21) I⌫ +

h⌫'(⌫)
4⇡

n2A12 (10.98)

the source function is obtained by dividing (10.93) by
(10.97),

S ⌫ =
j⌫
↵⌫
=

n2A21

n1B12 � n2B21
(10.99)

we can use Einstein’s relations (10.90,10.91) to write

↵⌫ =
h⌫'(⌫)

4⇡
n1B12

 

1 � g1n2

g2n1

!

(10.100)

S ⌫ =
2h⌫3

c2

 

g2n1

g1n2
� 1

!�1

(10.101)

• we can consider three cases

– thermal emission (LTE): if matter is in local thermo-
dynamic equilibrium (LTE) with itself (not necessarily
with the radiation field, however) then

n1

n2
=
g1

g2
exp

 

h⌫
kT

!

, (10.102)

and consequently,

↵⌫ =
h⌫'(⌫)

4⇡
n1B12

"

1 � exp
 

� h⌫
kT

!#

(10.103)

S ⌫ = B⌫(T ) (10.104)
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• we can consider three cases
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2-level system 6
• recall the equation of radiative transfer

• this equation describes the change of intensity Iν along a ray of light at 
frequency ν; l is the distance traveled along the ray, αν is the absorption 
coefficient at frequency ν, and jν is the emissivity

• with the Einstein coefficients this reads

• the source function reads as
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• we can consider three cases

– thermal emission (LTE): if matter is in local thermo-
dynamic equilibrium (LTE) with itself (not necessarily
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�⌫; the total absorbing area seen by the beam over a dis-
tance dl is n�⌫dAdl with n being the number density in the
medium; the energy removed from the beam is thus

dA dl

(b)

(a)

dV = dA · dl

dA

�⌫

(a) side view
(b) frontal view� dI⌫ dA d⌦ dt d⌫ = I⌫ n�⌫dAdl d⌦ dt d⌫ ; (10.31)

or equivalently
dI⌫ = �n�⌫I⌫dl ; (10.32)

with
↵⌫ = n�⌫ = ⇢⌫ , (10.33)

with mass density ⇢ and where ⌫ is called mass absorption
coefficient or simply opacity; it has units [⌫] = cm2 g�1 ;

• note, equation (10.29) assumes that the absorbers are inde-
pendent and randomly distributed and that the linear scale
of the cross section is small in comparison with the mean
interparticle distance d (�1/2

⌫ ⌧ d ⇡ n�1/3) ;

• taking all together, we get

dI⌫
dl
= �↵⌫I⌫ + j⌫ (10.34)

once the coefficients ↵⌫ and j⌫ are known, equation (10.34) is
relatively easy to solve; however, if scattering is taken into scattering makes it compli-

cated because emission into
the solid angle d⌦ now de-
pends on the intensity d⌦0

and requires integration over
contributions from all d⌦0;

account then it turns into a integro-differential equation for
which solutions are very difficult to find;

• consider now two simple cases; in the case negligible ab-
sorption, we only have to add up the emission along the
path of the ray; we get

dI⌫
dl
= j⌫ , (10.35)

with solution

I⌫(l) = I⌫(0) +
Z l

0
dl0 j⌫(l0) ; (10.36)

• in the case of absorption only, i.e. emission coefficient j⌫ =
0, then intensity of the ray simply get attenuated as it passes
through the medium,

dI⌫
dl
= �↵⌫I⌫ , (10.37)

with formal solution

I⌫(l) = I⌫(0) exp
"

�
Z l

0
dl0↵⌫(l0)

#

; (10.38)
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• we can consider three cases

– thermal emission (LTE): if matter is in local thermo-
dynamic equilibrium (LTE) with itself (not necessarily
with the radiation field, however) then

n1

n2
=
g1

g2
exp

 

h⌫
kT

!

, (10.102)

and consequently,

↵⌫ =
h⌫'(⌫)

4⇡
n1B12

"

1 � exp
 

� h⌫
kT

!#

(10.103)

S ⌫ = B⌫(T ) (10.104)



2-level system 6
• with Einstein’s relations we can write

where n1 and n2 is the number density of the states 1 and 2, 
and g1 and g2  are their statistical weights

• in LTE (local thermodynamic equilibrium) we have

which leads to  

• non-thermal emission covers all cases with 

•  and population inversion (laser, maser) corresponds to 
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• we can consider three cases

– thermal emission (LTE): if matter is in local thermo-
dynamic equilibrium (LTE) with itself (not necessarily
with the radiation field, however) then

n1

n2
=
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exp
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S ⌫ = B⌫(T ) (10.104)
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• we can consider three cases

– thermal emission (LTE): if matter is in local thermo-
dynamic equilibrium (LTE) with itself (not necessarily
with the radiation field, however) then
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• we can consider three cases
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dynamic equilibrium (LTE) with itself (not necessarily
with the radiation field, however) then
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– nonthermal emission: this covers all cases with

n1

n2
,
g1

g2
exp

 

h⌫
kT

!

; (10.105)

in a plasma non-LTE conditions occur when the radi-
ating particles do not have a Maxwellian velocity dis-
tribution or if the atomic populations do not follow the
Boltzmann distribution

– population inversion – maser activity: a special case
of non-LTE conditions gives rise to maser activity;
in thermal equilibrium the lower energetic states al- microwave amplification by

stimulated emission of radi-
ation; laser = the same for
light;

ways have a higher popolation density, n1/g1 > n2/g2,
however sometimes the population density can be in-
verted, then

n1

g1
<

n2

g2
; (10.106)

under certain circumstances (pumping) the total ab-
sorption coefficient ↵⌫ of a medium can become nega-

tive and the intensity of a ray can increase by stimulated
emission as it passes through the medium; the amplifi-
cation can be very high, for example a negative optical
depth of -10 leads to an amplification of 104.3 = 22.000
(see equation [10.40]);

10.5 Scattering

• so far, we have only considered emission and absorption,
but neglected scattering; to describe scattering processes it

scattering can change direction
and frequency

is best to consider rays as packages of photons with cer-
tain momentum; scattering changes the distribution func-
tion of the photons by exchanging photons with different
momenta; if we assume for simplicity that the scattering
process changes the photon’s momentum, but not its en-
ergy, we can write the scattering cross section in the form

d�(~e! ~e0)
d⌦

= ��(~e,~e0) , (10.107)

where ~e and ~e0 are unit vectors in the propagation direc-
tions of the incoming and the outgoing photon; the func-
tion �(~e,~e0) is normalised, symmetric in its arguments and
dimension-less and describes the directional distribution of
the scattered photons;
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thermodynamics of dust
Importance of dust for the thermal balance in the ISM:

• dust temperature is relatively insensitive to the strength of the radiation field
• dust acts as a thermostat in the ISM
• above a certain density, dust and gas are thermally coupled (by collisions)

• dust absorbs radiation a high frequencies and re-emits this energy as thermal radiation at 
IR wavelengths



radiative dust heating 1
• dust heating by absorption of radiation

where                     is the number density of photons in frequency range                      ;
the photons move with speed of light c and carry the energy hν,  the dust grain has the
frequency-dependent absorption cross section                        

• it is useful to define the spectrum-averaged
absorption cross section

the index ★  is used because the dominant source
of radiation is star light

• then
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Figure 24.1 Absorption efficiency Qabs(λ) divided by grain radius a for spheres of
amorphous silicate (left) and graphite (right). Also shown are power-laws that provide
a reasonable approximation to the opacity for λ >∼ 20µm.

“luminesce”: the excited state will decay radiatively, emitting a photon of energy
less than or equal to the energy of the absorbed photon.3 In most solids or large
molecules, however, the electronically excited state will deexcite nonradiatively,
with the energy going into many vibrational modes – i.e., heat.

Ignoring the small fraction of energy appearing as luminescence or photoelec-
trons, the rate of heating of the grain by absorption of radiation can be written

(
dE

dt

)

abs

=

∫
uνdν

hν
× c× hν ×Qabs(ν)πa

2 . (24.1)

Here, uνdν/hν is the number density of photons with frequencies in [ν, ν + dν];
the photons move at the speed of light c and carry energy hν; and the grain has
absorption cross section Qabs(ν)πa2.

Figure 24.1 shows Qabs(λ)/a (which is proportional to the absorption cross sec-
tion per unit volume) for graphite and silicate spheres with radii a = 0.01, 0.1, and

3Luminescence is referred to as “fluorescence” when it occurs promptly, and “phosphorescence”
when it involves slow decay from a metastable level.
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Figure 24.2 Absorption efficiency 〈Qabs〉ISRF averaged over the ISRF spectrum of
Mathis et al. (1983) for spheres of amorphous silicate and aromatic carbonaceous ma-
terial (graphite/PAH), as a function of radius a.

1µm. It is convenient to define a spectrum-averaged absorption cross section:

〈Qabs〉! ≡
∫
dν u!νQabs(ν)

u!
, u! ≡

∫
dν u!ν , (24.2)

so that the radiative heating rate is simply
(
dE

dt

)

abs

= 〈Qabs〉!πa2u!c . (24.3)

We use the subscript # because starlight is often the dominant source of radiation
heating the dust. Figure 24.2 shows 〈Qabs〉! as a function of radius a for graphite
and silicate grains, and the spectrum of the interstellar radiation field (ISRF) from
Mathis et al. (1983) (see Chapter 12). The numerical results in Fig. 24.2 can be
approximated by

〈Q〉ISRF ≈ 0.18(a/0.1µm)0.6 , for silicate, 0.01 <∼ a <∼ 1µm , (24.4)

≈ 0.8(a/0.1µm)0.85 , for graphite, 0.005 <∼ a <∼ 0.15µm . (24.5)

The starlight energy density u! = 1.05× 10−12U erg cm−3, where U = 1 for the
ISRF estimated by Mathis et al. (1983) (see Table 12.1).
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• it is useful to define the spectrum-averaged

absorption cross section

• we then have 

• with typical values of
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relation between gas and dust 1
• dust grains can also be heated by collisions with gas.
• at low densities, the gas temperature is higher than the dust temperature

→ GAS COOLING 
• the net energy transfer (heating of the dust) is

where the sum is over the different gas species i, ni is the number density, and 
the sqrt-term simply is the mean velocity of the species i 

• note the energy is 2kT, which is larger than the kinetic energy 3/2kT because it 
takes into account that more energetic particles collide more frequently  

• the parameter αi measures the efficiency of energy transfer; 0 ≤ αi ≤ 1, with 
αi = 0 denoting fully elastic collisions, if particles stick to the surface for 
more than 10-12 s then αi ~ 1

• for the cold neutral medium, 
collisional heating is not important:

Draine: Physics of the ISM and IGM (Princeton University Press)
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24.1.2 Collisional Heating

Consider a neutral, spherical grain of radius a, at rest in a gas with temperature
Tgas. The net rate of collisional heating by the gas can be written

(
dE

dt

)

gas

=
∑

i

ni

(
8kTgas

πmi

)1/2

πa2 × αi × 2k(Tgas − Tdust) , (24.6)

where the sum is over different gas species i (H, He, H2, e−, H+, . . . ).4 The
term (8kTgas/πmi)1/2 is the mean speed of species i. The mean kinetic energy
of thermal particles colliding with a surface is 2kTgas – larger than the mean ki-
netic energy 3

2kTgas in the gas because the more energetic particles collide more
frequently.

The net rate of energy transfer vanishes if Tgas = Tdust. The accommodation
coefficient 0 ≤ αi ≤ 1 measures the degree of inelasticity for collisions of particle
i with the solid surface. Perfectly elastic collisions would have αi = 0, whereas if
impinging particles “stick” to the surface for more than ∼ 10−12 s, the accommo-
dation coefficient αi ≈ 1. The value of αi for H, He, and H2 incident on interstellar
grain materials depends on Tgas and on the (uncertain) composition and roughness
of the grain surface (and on the grain temperature). At this time, our ignorance
of the surface physics is considerable, and it is usual to assume simply that for
Tgas <∼ 104 K, αi will be less than 1 but of order unity – say, αi ≈ 0.5 .

In atomic H, the ratio of collisional heating to radiative heating is

(dE/dt)gas
(dE/dt)abs

=
nH(8kT/πmH)1/22αHkT

〈Qabs〉!u!c
× 1.05 (24.7)

=
3.8× 10−6

U

αH

〈Qabs〉!

( nH

30 cm−3

)(
Tgas

102 K

)3/2

, (24.8)

where the factor 1.05 allows for He with n(He)/nH = 0.1.
We see, then, that for CNM conditions (Table 1.3), collisional heating is <∼ 10−5

of radiative heating, and can be ignored. Collisional heating can, however, be im-
portant within dark clouds, where the high gas density and very low intensity of
optical or UV radiation make collisional heating competitive.

24.1.3 Radiative Cooling

Grains lose energy by infrared emission, at a rate
(
dE

dt

)

emiss.

=

∫
dν 4πBν(Td)Cabs(ν) = 4πa2〈Qabs〉TdσT

4
d , (24.9)

4The contribution of ions or electrons to the heating is modified by the effects of electrostatic focusing
or repulsion. In the case of a neutral grain, the collision rate and heating rate are modified by polarization
effects. In the case of a charged grain, ions and electrons are subject to either Coulomb focusing or
repulsion. See Draine & Sutin (1987) for further details.
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We see, then, that for CNM conditions (Table 1.3), collisional heating is <∼ 10−5

of radiative heating, and can be ignored. Collisional heating can, however, be im-
portant within dark clouds, where the high gas density and very low intensity of
optical or UV radiation make collisional heating competitive.
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4The contribution of ions or electrons to the heating is modified by the effects of electrostatic focusing
or repulsion. In the case of a neutral grain, the collision rate and heating rate are modified by polarization
effects. In the case of a charged grain, ions and electrons are subject to either Coulomb focusing or
repulsion. See Draine & Sutin (1987) for further details.
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coefficient 0 ≤ αi ≤ 1 measures the degree of inelasticity for collisions of particle
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dation coefficient αi ≈ 1. The value of αi for H, He, and H2 incident on interstellar
grain materials depends on Tgas and on the (uncertain) composition and roughness
of the grain surface (and on the grain temperature). At this time, our ignorance
of the surface physics is considerable, and it is usual to assume simply that for
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Figure 24.3 Planck-averaged absorption efficiency divided by grain radius as a func-
tion of grain temperature T for spheres of amorphous silicate (left) and graphite/PAH
(right).

where σ is the Stefan-Boltzmann constant, and the Planck-averaged emission ef-
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If Qabs(ν) can be approximated as a power-law in frequency,

Qabs(ν) = Q0 (ν/ν0)
β = Q0 (λ/λ0)

−β , (24.11)

then the Planck average can be obtained analytically:
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where Γ(x) and ζ(x) are the usual gamma function and Riemann ζ-function, re-
spectively. From Fig. 24.1, we see that
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The Planck averages are then5

〈Qabs〉T ≈ 1.3× 10−6(a/0.1µm)(T/K)2 (silicate) (24.15)

≈ 8× 10−7(a/0.1µm)(T/K)2 (graphite). (24.16)

These are plotted in Fig. 24.3, and are seen to agree very well at T <∼ 102 K with
the Planck averages calculated using the actual Qabs(ν).

24.1.4 Steady State Grain Temperature

We can now determine the steady state grain temperature Tss by requiring that
cooling balance heating:

4πa2〈Qabs〉TssσT
4
ss = πa2〈Qabs〉!u! c , (24.17)

where 〈Qabs〉! is the grain absorption cross section averaged over the spectrum of
the radiation (usually starlight) heating the grain (see Eq. 24.2), with energy density
u!. If Qabs = Q0(λ/λ0)−β in the infrared, the solution is

Tss =

(
hν0
k

)β/(4+β) [ π4〈Qabs〉! c
60Γ(4 + β)ζ(4 + β)Q0σ

]1/(4+β)

u1/(4+β)
! . (24.18)

If we assume the spectrum of the ISRF, and the absorption properties of silicate and
graphite, then

Tss ≈ 16.4 (a/0.1µm)−1/15 U1/6 K , silicate, 0.01 <∼ a <∼ 1µm (24.19)

≈ 22.3 (a/0.1µm)−1/40 U1/6 K , graphite, 0.005 <∼ a <∼ 0.15µm (24.20)

for U <∼ 104. Figure 24.4 shows that the above approximations agree very well
with numerical results for the steady-state grain temperature.

24.2 Heating and Cooling of Ultrasmall Dust Grains: Temperature Spikes

Above we evaluated the steady-state temperature Tss at which the time-averaged
power radiated by the grain is equal to the time-averaged rate of heating the grain.
When the grain is at this temperature, the vibrational energy content of the grain is

Evib(Tss) =

∫ Tss

0
C(T )dT , (24.21)

5Γ(6) = 5! = 120 and ζ(6) = 1.0173
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power radiated by the grain is equal to the time-averaged rate of heating the grain.
When the grain is at this temperature, the vibrational energy content of the grain is

Evib(Tss) =

∫ Tss

0
C(T )dT , (24.21)

5Γ(6) = 5! = 120 and ζ(6) = 1.0173
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The Planck averages are then5

〈Qabs〉T ≈ 1.3× 10−6(a/0.1µm)(T/K)2 (silicate) (24.15)

≈ 8× 10−7(a/0.1µm)(T/K)2 (graphite). (24.16)

These are plotted in Fig. 24.3, and are seen to agree very well at T <∼ 102 K with
the Planck averages calculated using the actual Qabs(ν).

24.1.4 Steady State Grain Temperature

We can now determine the steady state grain temperature Tss by requiring that
cooling balance heating:

4πa2〈Qabs〉TssσT
4
ss = πa2〈Qabs〉!u! c , (24.17)

where 〈Qabs〉! is the grain absorption cross section averaged over the spectrum of
the radiation (usually starlight) heating the grain (see Eq. 24.2), with energy density
u!. If Qabs = Q0(λ/λ0)−β in the infrared, the solution is
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hν0
k

)β/(4+β) [ π4〈Qabs〉! c
60Γ(4 + β)ζ(4 + β)Q0σ

]1/(4+β)

u1/(4+β)
! . (24.18)

If we assume the spectrum of the ISRF, and the absorption properties of silicate and
graphite, then

Tss ≈ 16.4 (a/0.1µm)−1/15 U1/6 K , silicate, 0.01 <∼ a <∼ 1µm (24.19)

≈ 22.3 (a/0.1µm)−1/40 U1/6 K , graphite, 0.005 <∼ a <∼ 0.15µm (24.20)
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Figure 24.4 Equilibrium temperature for astrosilicate and carbonaceous grains heated
by starlight with the spectrum of the local radiation field, and intensity U times the
local intensity. Also shown are the power-laws T = 16.4U1/6 K and T = 22.3U1/6

for a = 0.1µm from Eqs. (24.19 and 24.20).

where C(T ) is the heat capacity of the grain at temperature T . If Evib(Tss) <∼
〈hν〉abs, where 〈hν〉abs is the mean energy per absorbed photon, then individual
photon absorptions will cause pronounced upward jumps in the grain tempera-
ture. It will also be the case that substantial radiative cooling of the grain will
take place between photon absorptions. As the result, the grain temperature T will
be a strongly fluctuating quantity, with large excursions above and below Tss.

Figure 24.5 shows the temperature histories of five graphitic grains over the span
of 105 s (∼ 1 day). For the grain sizes shown here, Qabs(λ) ∝ a, so that Cabs ∝
a3, and the starlight photon absorption rate ∝ a3U ≈ 1 × 10−6U(a/10 Å)3 s−1.
Because the time to cool below ∼ 5K is only ∼ 104 s – independent of grain size
for a <∼ 200 Å – a small grain can cool to a very low temperature between photon
absorptions, as seen for a <∼ 50 Å for U = 1. When a photon absorption does
take place, the small heat capacity of the grain results in a high peak temperature.
It is clear that one cannot speak of a representative grain temperature under these
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absorptions, as seen for a <∼ 50 Å for U = 1. When a photon absorption does
take place, the small heat capacity of the grain results in a high peak temperature.
It is clear that one cannot speak of a representative grain temperature under these
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• if the grains are very small, then individual heating events (absorption of a 

photon, or a collision with a gas particle) can lead to large temperature spikes
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Table 2.1 Typical transition strengtha

Type of transition ful Aul!s−1" Example # Aul!s−1"

Electric dipole
UV 1 109 Ly$ 1216 Å 2%40×108

Optical 1 107 H$ 6563 Å 6%00×106

Vibrational 10−5 102 CO 4.67&m 34.00
Rotational 10−6 3×10−6 CSb 6.1mm 1%70×10−6

Forbidden
Optical (Electric quadrupole) 10−8 1 [OIII] 4363 Å 1.7
Optical (Magnetic dipole) 2×10−5 2×102 [OIII] 5007 Å 2%00×10−2

Far-IR fine structure 2×10−7

#!&m"
10

#3!&m"
[OIII] 52&m 9%80×10−5

Hyperfine HI 21 cm 2%90×10−15

a See text for details.
b The J = 1→ 0 transition.

respectively. Molecules can also rotate and the centrifugal energy is proportional
to 1/M . Hence, rotational energies of molecules are smaller by a factor me/M
compared with electronic energies and occur at (sub)millimeter wavelengths. As
an example, the binding energy of CO is 11 eV (1100 Å), the vibrational energy is
0.27 eV (2170 cm−1'4%67&m), and the rotational energy is 5×10−4 eV (2.6mm).
A final and important point to keep in mind when considering transitions between
levels is that they obey certain selection rules depending on whether they are
electric dipole, magnetic dipole, electric quadrupole, etc. This directly influences
the strength of the transitions (Table 2.1 and Section 2.1.4). We will come back
to this later (Table 2.2 and Section 2.1.4).

2.1.1 Electronic spectroscopy

Atoms

Each atomic line can be related to a transition between two atomic states. These
states are identified by their quantum numbers. The states are characterized by the
principal quantum number, n (1, 2, …); the orbital angular momentum, ( (which
can have values between 0 and n−1); and the electron spin angular momentum,
s!±1/2". The orbital angular momenta are designated by s, p, d, … , corresponding
to (= 0' 1' 2, … The total angular momentum, j, is the vector sum of ( and s.
For hydrogen, neglecting fine structure, the energies of the atomic states depend
only on n. Hydrogen transitions can be grouped into series (downward transitions,
m → n, or upward transitions, n → m) according to the value of n, with the
conventional names for the first few: Lyman (n = 1), Balmer (n = 2), Paschen

gas cooling

oscillator 
strength

typical life 
time of 

excited state 

selected examples
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Table 2.2 Selection rulesa

Electric dipole Magnetic dipole Electric quadrupole
“allowed” “forbidden” “forbidden”

1 !J = 0"±1 !J = 0"±1 !J = 0"±1"±2
0 ! 0 0 ! 0 0 ! 0, 1/2 ! 1/2, 0 ! 1

2 !M = 0"±1 !M = 0"±1 !M = 0"±1"±2
0 ! 0 when !J = 0 0 ! 0 when !J = 0

3 Parity change No parity change No parity change
4b One electron jumping For all electrons One electron jumping with

!l=±1"!n arbitrary !l= 0"!n= 0 !l= 0"±2"!n arbitrary
or for all electrons
!l= 0"!n= 0

5c !S = 0 !S = 0 !S = 0
6c !L= 0"±1 !L= 0"!J =±1 !L= 0"±1"±2

0 ! 0 0 ! 0"0 ! 1

a A short summary of six selection rules describing electric dipole and quadrupole and magnetic
dipole transitions.

b With negligible configuration interaction.
c For LS coupling only.

Hydrogen energy levels
(a)

1

1

s
3
2

p d f
–1
–3
–5
–7
–9

–11
–13

E
 (e

V
)

(b)
Hydrogen energy levels

1

1

s
3

2

p d f
–1
–3
–5
–7
–9

–11
–13
– 15

E
 (e

V
)

Figure 2.1 The energy level diagram of hydrogen. The principal quantum
number, n, increases upwards (for clarity only the lower ones are labeled). The
orbital angular momentum number, #, increases rightwards and only the first few
are shown. They are labeled s, p, d, f. The arrows indicate some allowed transi-
tions. (a) The Lyman $ through % transitions are indicated. (b) The $ transitions
between the lowest levels are indicated. Note that the 2s level is metastable.

(n = 3), Brackett (n = 4), Pfund (n = 5), and Humphreys (n = 6). Successive
lines in these series are labeled $"&"', etc. Thus, Lyman $ emission corresponds
to the transition n = 2 → 1. The Balmer transitions are also indicated by the
designation, H$, H&, etc.

For heavier species, the electrons are grouped in closed and open shells. The
shell energies depend mainly on n. Subshells within each shell have different
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For l = 0 we have j = 1
2 as the only possibility. For l = 1 we have j =

1
2 and j =

3
2 as

the two possibilities.

Now, where does m come in? One might be tempted to say that for each combination
of l and s we have 2l + 1 possible values of m, which would lead to 2l + 1 states with
j = l − 1

2 and 2l + 1 states with j = l + 1
2 . However this does not work this way.

Suppose we measure s along the z-axis, then for m ! 0 we cannot speak of “opposite
to orbit” or “same direction as orbit” because m ! 0 means that the orbital spin is not
aligned in z-direction. Instead we have to start with a combination of l and j, each
having 2 j + 1 states, i.e. the statistical weight is

g = 2 j + 1 (7.26)

Together, the j = l − 1
2 and j = l +

1
2 states are 2(2l + 1) states.

Example: Let us look at all the possible l = 1 states. For j = 1
2 will have 2 states

and j = 3
2 will have 4 states. Together they have 6 states, which is indeed equal to

2(2l + 1).

For this reason it is more useful to use the n, l and j quantum numbers instead of n, l
and s.

The splitting of the principal levels according to Eq. (7.24) is called fine-structure
splitting. It clearly is the strongest for small n (because then the electron is the closest
to the nucleus, and thus moves the fastest) and for large Z (because then the electron
is even closer to the nucleus).

If we would also include the coupling between the electron and the nuclear spin, we
would split the levels even further, according to the hyperfine splitting. For hydrogen
this leads to the famous 21 cm radio line, which plays a fundamental role in the ob-
servation of neutral hydrogen in our Milky Way and the Universe. However, for most
other astrophysical applications hyperfine splitting is not so important, so we will not
dig into this any further.

The only levels that have exactly the same energy are those with the same n, l, j, but
different m. The reason is simple: the quantum number m has to do with the orien-
tation of the orbitals in space. If there are no external influences which introduce a
preferred direction, the energies cannot possibly be different. Only if we impose an
external electric or magnetic field we can break this rotational symmetry, and only
then can the different orientationsm possibly have different energies. Breaking the ro-
tational symmetry with a magnetic field is called Zeeman splitting and with an electric
field it is called Stark splitting.

Traditionally the quantum states are written with the following notation: States with
orbital angular momentum l = 0 are written with the symbol s, those with l = 1 with
the symbol p, those with l = 2 with d, those with l = 3 with f and continuing with g,
h etc. A state with n = 3 and l = 1 is then written as 3p. The ground state is 1s. For
n = 2 we have 2s and 2p, for n = 3 we have 3s, 3p and 3d, etc.

Typically the levels and their possible transitions are shown in a Grotrian diagram, in
which the energy is on the y-axis and the orbital quantum number l on the x-axis. The
reason why on the x-axis the l quantum number is given is because the most rigorous
selection rule states that ∆l = ±1. In the Grotrian diagram the transitions always have
to connect levels in neighboring columns, not in levels in the same column (same l).

7.3.2 Multi-electron atoms

When an atom contains more than just 1 electron, things become more complicated,
but we can still use much of what we know from the hydrogen atom: electrons still
occupy levels with principal quantum number n, orbital quantum number l and spin s,
just like in the hydrogen atom. The differences are: (a) if one of the electrons occupies
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• Grotrian diagram:
example of the α transitions
(note that the 2s level is metastable)

images: wikipedia

hydrogen lines

Lyman: n’=1
Balmer: to n’=2
Paschen: to n’=3
Bracket: to n’=4
Pfund: to n’=5
etc.

wavelength:

with 



Ev = h⌫0(v +
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vibrational transitions
• atoms in a molecule can vibrate, i.e. the can oscillate with respect to each other
• to good approximation, this can be described as harmonic oscillator with energy

• that means, all transitions with                   (1→0, 2→1, 3→2, etc.) have the same
transition energy

•                     is called fundamental transition,                                         ,  etc. give
rise to overtone transitions

• diatomic molecules are simple, however more complex molecules can have very
complicated spectra

�v = ±1

�v = ±1 �v = ±2, �v = ±3
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Figure 2.4 Summary of the vibrational frequencies of various molecular groups.
The filled boxes indicate the range over which specific molecular groups absorb.
The vibrations of these groups are schematically indicated in the linked boxes.
Figure kindly provided by D. Hudgins.

are illustrated in Fig. 2.4 and summarized in Table 2.3. Modes involving motions
of hydrogen occur at considerably higher frequencies than modes involving similar
motions of heavier atoms (Hooke’s law again). Thus, H-stretching vibrations occur
in the 3!m region, while stretching motions among (single-bonded) C, N, and O
atoms are located around 10!m. Likewise, when the bond strength increases, the
vibration shifts to higher frequencies. Simplistically speaking, single bonds are
characterized by two electrons occupying the bonding molecular orbital. Similarly,
double bonds and triple bonds correspond to four and six electrons in the bonding
molecular orbitals. Because the bond strength increases from single bonds to
double bonds to triple bonds, the location of singly, doubly, and triply bonded
CC vibrations shifts from about 1000 to 2000 cm−1 (Fig. 2.4).

The actual spectrum of a gaseous compound is much more complex because
transitions are actually combined rotational–vibrational transitions where both the
vibrational and the rotational energy can change. This gives rise to three sets
of absorption bands corresponding to "J = 1 (R branch), "J = 0 (Q branch),
and "J = −1 (P branch), where "J = J ′ − J with J ′ and J the rotational quan-
tum numbers in the upper and lower vibrational state, respectively. For elec-
tric quadrupole transitions, the selection rules are "J = 2 (S branch), "J = 0
(Q branch), and "J =−2 (O branch). These sets of bands are, of course, shifted
from each other by the difference in rotational energy content of the species.
Consider as an example a diatomic molecule, which we represent here as a
harmonic oscillator and a rigid rotor. The energy is then given by

E#v$ J%= &

(
v+ 1

2

)
+BJ #J +1%$ (2.2)

with v and J the vibrational and rotational quantum number, & the vibrational
frequency, and B the rotational constant. The R branch (v = 1 → 2$ J → J + 1)

figure from A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)

from: http://chemtube3d.com

�Eij = h⌫ij = h⌫0(vi � vj)



rotational transitions
• for diatomic and linear molecules, the rotational levels depend on rotational quantum number J

• with moment of inertia

 

(note that I can change as the molecule stretches when it rotates faster) 
• statistical weight is  g = 2 J + 1
• selection rule ΔJ = ±1 → the frequencies of transitions (J+1) to J 

grow linearly with J 

this leads to the rotational ladder (a very simply spectrum)

• example CO:

The transition from the 1s22s22p2 1D2 state (i = 4) to the 1s22s22p2 3P2 state ( j = 3)
is the famous [OIII] λ = 0.5007 µm “forbidden line” often observed in hot ionized
nebulae such as planetary nebulae. The difference between the λ = 0.5007 µm and the
λ = 0.5008 µm listed in the table is due to the wavelength in air being shorter than the
wavelength in vacuum.

The term “forbidden line” is a bit misleading. It suggests that selection rules do not al-
low this radiative transition, while in fact it onlymeans that there is no dipole transition
possible. Instead a quadrupole transition is possible, but the Ai j for such quadrupole
transitions are extremely small compared to “normal” radiative transitions.

7.3.3 Databases for atomic lines, levels and rates

The atomic levels and radiative transitions, as well as the collisional transition rates,
have been measured and reported in countless scientific papers. If you are interested
in a very specific case and you know exactly which levels and lines you are look-
ing for, you can look up these data in the respective papers. But often this is rather
impractical, in particular if you want to include many lines. Fortunately there are
websites where these data have been bundled in databases that you can query. Many
atomic lines are listed in The Opacity Project1 (TOP) and The Iron Project2 (TIP).
Analytic formulae for the collisional rates with free electrons were derived, for in-
stance, by Van Regemorter (1962, Astrophysical Journal 136, 906) and Allen (1973,
Astrophysical Quantities, 3rd edition, Athlone Press London). Tabulated collisional
excitation coefficients can be found for instance at the website of Dima Verner3. But
a more complete set of atomic data, including collisional rates, can be obtained from
the CHIANTI database4. The data in the tables above (for O++) were taken from the
CHIANTI database.

7.4 Some examples of molecular species
The lines from molecules are usually not due to electronic transitions in the atoms, but
due to vibrations within the molecule as well as rotations of the molecule. These en-
ergy levels are typically at much lower energy than electronic ones, and hence molec-
ular lines are usually at longer wavelengths than atomic lines.

7.4.1 Rotational lines

Let us first look at the rotational levels of molecules, and let us focus on a simple
molecule such as CO. Since CO is a linearly shaped molecule (in contrast to, e.g. H2O
which is banana-shaped) the rotational quantum levels are very simple. There is only
one quantum number, J, which is the rotational quantum number, and at the same time
gives the total angular momentum of the molecule. The statistical weight is then, as
in the atomic case,

g = 2J + 1 (7.29)

The energies of the levels are:

E =
!2

2I
J(J + 1) (7.30)

where I is the moment of intertia of the molecule. For CO this is I = 1.46 × 10−39.
The first few levels are thus:

1http://cdsweb.u-strasbg.fr/topbase/topbase.html
2http://cdsweb.u-strasbg.fr/tipbase/home.html
3http://www.pa.uky.edu/˜verner/exc.html
4http://www.chiantidatabase.org/
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i E (eV) g J
1 0.0000000000 1 0
2 0.0004767258 3 1
3 0.0014301549 5 2
4 0.0028602695 7 3
5 0.0047669889 9 4

where slight variation from Eq. (7.30) are due to the fact that the centrifugal forces of
the rotation may stretch the CO molecule a bit, and thus change its moment of intertia.

Radiative transitions can only take place between levels J → J − 1, because a photon
has spin 1, and thus angular momentum conservation requires the angular momentum
change to be ±1. This means that the frequencies of these transitions from J → J − 1
obey:

hν =
!2

2I
[

J(J + 1) − (J − 1)J
]

=
!2

I
J (7.31)

The frequencies of the lines are therefore increasing linearly with J. A very simple
spectrum indeed. This is called a rotational ladder. In numbers: for the CO molecule
the first four rotational lines are

i j Name λ [µm] Ai j [s−1]
2 1 J=1→0 2600.7576 7.203 × 10−8
3 2 J=2→1 1300.4037 6.910 × 10−7
4 3 J=3→2 866.96337 2.497 × 10−6
5 4 J=4→3 650.25151 6.126 × 10−6

These are lines in the millimeter wavelength range, and they are the typically the
strongest lines emerging from cold molecular interstellar and circumstellar material in
this wavelength domain.

One might wonder: why aren’t rotational lines of molecular hydrogen (H2) more
prominent than CO lines? After all, there is a lot more molecular hydrogen in such
clouds than CO (by roughly a factor of 104). The answer is that H2 is a symmet-
ric molecule, and therefore does not have a permanent electric dipole moment. This
means that if such a molecule rotates, it does not produce dipole radiation. It can only
produce quadrupole radiation, which have much smaller Ai j rates. Molecular hydro-
gen lines are therefore very weak. Another issue is that H2 is a much lower-mass
molecule with a much smaller moment of inertia (I = 4.7 × 10−41). According to
Eq. (7.30) this implies that the quantum levels are at much higher energies. Moreover,
because the lines are quadrupole lines, they require ∆J = ±2 (instead of ∆J = ±1
for asymmetric linear molecules). The longest-wavelength rotational line of H2 is
λ = 28.24 µm, i.e. the mid-infrared.

In the interstellar medium CO is by far the strongest emitter of millimeter and sub-
millimeter emission lines, simply because it is, after molecular hydrogen, the most
abundant molecule. Also in the far-infrared CO lines are often the most prominent
lines. But there are many other commonly observed molecules in this wavelength
range, too, for instance CS, OH, as well as triatomic linear molecules such as HCO+,
HCN etc.

But not all molecules are linear. The NH3 molecule, for instance, consists of an N
atom surrounded by three H atoms in a “symmetric top” configuration: The N atom
is above the plane spanned by the three H atoms. This introduces, in addition to J,
another quantum number, which we write as K. This K tells you whether the axis of
rotation is perpendicular to the plane spanned by the three H atoms, or at another axis.
The level diagram is shown in the margin figure.

The selection rules say that dipole radiation is only possible for ∆K = 0. In the level
diagram this means that you can radiatively decay only vertically downward. If you
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These are lines in the millimeter wavelength range, and they are the typically the
strongest lines emerging from cold molecular interstellar and circumstellar material in
this wavelength domain.

One might wonder: why aren’t rotational lines of molecular hydrogen (H2) more
prominent than CO lines? After all, there is a lot more molecular hydrogen in such
clouds than CO (by roughly a factor of 104). The answer is that H2 is a symmet-
ric molecule, and therefore does not have a permanent electric dipole moment. This
means that if such a molecule rotates, it does not produce dipole radiation. It can only
produce quadrupole radiation, which have much smaller Ai j rates. Molecular hydro-
gen lines are therefore very weak. Another issue is that H2 is a much lower-mass
molecule with a much smaller moment of inertia (I = 4.7 × 10−41). According to
Eq. (7.30) this implies that the quantum levels are at much higher energies. Moreover,
because the lines are quadrupole lines, they require ∆J = ±2 (instead of ∆J = ±1
for asymmetric linear molecules). The longest-wavelength rotational line of H2 is
λ = 28.24 µm, i.e. the mid-infrared.

In the interstellar medium CO is by far the strongest emitter of millimeter and sub-
millimeter emission lines, simply because it is, after molecular hydrogen, the most
abundant molecule. Also in the far-infrared CO lines are often the most prominent
lines. But there are many other commonly observed molecules in this wavelength
range, too, for instance CS, OH, as well as triatomic linear molecules such as HCO+,
HCN etc.

But not all molecules are linear. The NH3 molecule, for instance, consists of an N
atom surrounded by three H atoms in a “symmetric top” configuration: The N atom
is above the plane spanned by the three H atoms. This introduces, in addition to J,
another quantum number, which we write as K. This K tells you whether the axis of
rotation is perpendicular to the plane spanned by the three H atoms, or at another axis.
The level diagram is shown in the margin figure.

The selection rules say that dipole radiation is only possible for ∆K = 0. In the level
diagram this means that you can radiatively decay only vertically downward. If you
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i E (eV) g J
1 0.0000000000 1 0
2 0.0004767258 3 1
3 0.0014301549 5 2
4 0.0028602695 7 3
5 0.0047669889 9 4

where slight variation from Eq. (7.30) are due to the fact that the centrifugal forces of
the rotation may stretch the CO molecule a bit, and thus change its moment of intertia.

Radiative transitions can only take place between levels J → J − 1, because a photon
has spin 1, and thus angular momentum conservation requires the angular momentum
change to be ±1. This means that the frequencies of these transitions from J → J − 1
obey:

hν =
!2

2I
[

J(J + 1) − (J − 1)J
]

=
!2

I
J (7.31)

The frequencies of the lines are therefore increasing linearly with J. A very simple
spectrum indeed. This is called a rotational ladder. In numbers: for the CO molecule
the first four rotational lines are

i j Name λ [µm] Ai j [s−1]
2 1 J=1→0 2600.7576 7.203 × 10−8
3 2 J=2→1 1300.4037 6.910 × 10−7
4 3 J=3→2 866.96337 2.497 × 10−6
5 4 J=4→3 650.25151 6.126 × 10−6

These are lines in the millimeter wavelength range, and they are the typically the
strongest lines emerging from cold molecular interstellar and circumstellar material in
this wavelength domain.

One might wonder: why aren’t rotational lines of molecular hydrogen (H2) more
prominent than CO lines? After all, there is a lot more molecular hydrogen in such
clouds than CO (by roughly a factor of 104). The answer is that H2 is a symmet-
ric molecule, and therefore does not have a permanent electric dipole moment. This
means that if such a molecule rotates, it does not produce dipole radiation. It can only
produce quadrupole radiation, which have much smaller Ai j rates. Molecular hydro-
gen lines are therefore very weak. Another issue is that H2 is a much lower-mass
molecule with a much smaller moment of inertia (I = 4.7 × 10−41). According to
Eq. (7.30) this implies that the quantum levels are at much higher energies. Moreover,
because the lines are quadrupole lines, they require ∆J = ±2 (instead of ∆J = ±1
for asymmetric linear molecules). The longest-wavelength rotational line of H2 is
λ = 28.24 µm, i.e. the mid-infrared.

In the interstellar medium CO is by far the strongest emitter of millimeter and sub-
millimeter emission lines, simply because it is, after molecular hydrogen, the most
abundant molecule. Also in the far-infrared CO lines are often the most prominent
lines. But there are many other commonly observed molecules in this wavelength
range, too, for instance CS, OH, as well as triatomic linear molecules such as HCO+,
HCN etc.

But not all molecules are linear. The NH3 molecule, for instance, consists of an N
atom surrounded by three H atoms in a “symmetric top” configuration: The N atom
is above the plane spanned by the three H atoms. This introduces, in addition to J,
another quantum number, which we write as K. This K tells you whether the axis of
rotation is perpendicular to the plane spanned by the three H atoms, or at another axis.
The level diagram is shown in the margin figure.

The selection rules say that dipole radiation is only possible for ∆K = 0. In the level
diagram this means that you can radiatively decay only vertically downward. If you
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Table 2.4 Characteristics of molecular cooling lines

Species Transition !ul"GHz# Eu"K# Aul (s−1# ncr (cm−3)

CO 1–0 115$3 5$5 7$2×10−8 1$1×103

2–1 230$8 16$6 6$9×10−7 6$7×103

3–2 346$0 33$2 2$5×10−6 2$1×104

4–3 461$5 55$4 6$1×10−6 4$4×104

5–4 576$9 83$0 1$2×10−5 7$8×104

6–5 691$2 116$3 2$1×10−5 1$3×105

7–6 806$5 155$0 3$4×10−5 2$0×105

CS 1–0 49$0 2$4 1$8×10−6 4$6×104

2–1 98$0 7$1 1$7×10−5 3$0×105

3–2 147$0 14$0 6$6×10−5 1$3×106

5–4 244$9 35$0 3$1×10−4 8$8×106

7–6 342$9 66$0 1$0×10−3 2$8×107

10–9 489$8 129$0 2$6×10−3 1$2×108

HCO+ 1–0 89$2 4$3 3$0×10−5 1$7×105

3–2 267$6 26$0 1$0×10−3 4$2×106

4–3 356$7 43$0 2$5×10−3 9$7×106

HCN 1–0 88$6 4$3 2$4×10−5 2$6×106

3–2 265$9 26$0 8$4×10−4 7$8×107

4–3 354$5 43$0 2$1×10−3 1$5×108

H2CO 212–111 140$8 6$8 5$4×10−5 1$1×106

313–212 211$2 17 2$3×10−4 5$6×106

414–313 281$5 30 6$0×10−4 9$7×106

515–414 351$8 47 1$2×10−3 2$6×107

NH3 (1,1) inversion 23$7 1$1 1$7×10−7 1$8×103

(2,2) inversion 23$7 42 2$3×10−7 2$1×103

H2 2–0 1$06×104 a 510 2$9×10−11 10
3–1 1$76×104 b 1015 4$8×10−10 300

a %= 28$2&m.
b %= 17$0&m.

(in cm−1). Radiative rotational transitions are allowed for 'J =±1, corresponding
to

E"J +1#−E"J#= 2hcB "J +1#( (2.6)

for a rigid rotor and the spectrum consists of a set of evenly spaced lines in
frequency space. Centrifugal distortion will destroy this constant separation. The
separation of the lines will now increase in half of the spectrum and decrease
in the other half. Table 2.4 summarizes the characteristics of rotational transi-
tions of diatomic molecules. Molecules consisting of heavy atoms have rotational
constants corresponding to #3K and the J = 1 → 0 transition falls at a few
millimeters. Because of the lower mass, the rotational energy levels of hydrides

• further 
examples

2.1 Spectroscopy 39

Table 2.4 Characteristics of molecular cooling lines

Species Transition !ul"GHz# Eu"K# Aul (s−1# ncr (cm−3)

CO 1–0 115$3 5$5 7$2×10−8 1$1×103

2–1 230$8 16$6 6$9×10−7 6$7×103

3–2 346$0 33$2 2$5×10−6 2$1×104

4–3 461$5 55$4 6$1×10−6 4$4×104

5–4 576$9 83$0 1$2×10−5 7$8×104

6–5 691$2 116$3 2$1×10−5 1$3×105

7–6 806$5 155$0 3$4×10−5 2$0×105

CS 1–0 49$0 2$4 1$8×10−6 4$6×104

2–1 98$0 7$1 1$7×10−5 3$0×105

3–2 147$0 14$0 6$6×10−5 1$3×106

5–4 244$9 35$0 3$1×10−4 8$8×106

7–6 342$9 66$0 1$0×10−3 2$8×107

10–9 489$8 129$0 2$6×10−3 1$2×108

HCO+ 1–0 89$2 4$3 3$0×10−5 1$7×105

3–2 267$6 26$0 1$0×10−3 4$2×106

4–3 356$7 43$0 2$5×10−3 9$7×106

HCN 1–0 88$6 4$3 2$4×10−5 2$6×106

3–2 265$9 26$0 8$4×10−4 7$8×107

4–3 354$5 43$0 2$1×10−3 1$5×108

H2CO 212–111 140$8 6$8 5$4×10−5 1$1×106

313–212 211$2 17 2$3×10−4 5$6×106

414–313 281$5 30 6$0×10−4 9$7×106

515–414 351$8 47 1$2×10−3 2$6×107

NH3 (1,1) inversion 23$7 1$1 1$7×10−7 1$8×103

(2,2) inversion 23$7 42 2$3×10−7 2$1×103

H2 2–0 1$06×104 a 510 2$9×10−11 10
3–1 1$76×104 b 1015 4$8×10−10 300

a %= 28$2&m.
b %= 17$0&m.

(in cm−1). Radiative rotational transitions are allowed for 'J =±1, corresponding
to

E"J +1#−E"J#= 2hcB "J +1#( (2.6)

for a rigid rotor and the spectrum consists of a set of evenly spaced lines in
frequency space. Centrifugal distortion will destroy this constant separation. The
separation of the lines will now increase in half of the spectrum and decrease
in the other half. Table 2.4 summarizes the characteristics of rotational transi-
tions of diatomic molecules. Molecules consisting of heavy atoms have rotational
constants corresponding to #3K and the J = 1 → 0 transition falls at a few
millimeters. Because of the lower mass, the rotational energy levels of hydrides

table from A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)
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ro-vibrational transitions
• often molecules do both, vibrate as well as rotate
• the selection rules of the combined transitions are that any         is possible, 

but that ΔJ can only change by +1 (R branch), 0 (Q branch), and -1 (P branch)
• the energies of the combined levels are

�v

synthetic specrum of 12C16O

P branch R branch

images: wikipedia.org



ro-vibrational transitions
• more complex molecules can have many more possible modes of configurational 

oscillations and rotations

• some examples
- symmetric diatomic molecules (quadrupole transitions)
- symmetric top molecules (two different axes of rotation,

IA = IB < IC disk shape IA < IB = IC cigar shape)
- asymmetric top molecules (IA < IB < IC)
- inversion of ammonia
- etc.

images: wikipedia.org
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cooling rate: principles 1
• what is the cooling power provided by a transition i → j ?

• here x denotes the species, ni is the population density of level i, Aij is the spontaneous 
emission probability,         is the energy different between levels i and j ; the parameter 
β(τij) describes the probability of the emitted photon to escape the cloud given an 
optical depth of τij averaged over the line       ;  

• the source function of the emission is given by

where gi and gj are again the statistical weights of the levels i and j;
• there is one additional term that takes the environment into account; Px(νij) typically 

includes several terms; in its most simple form it includes the contribution from the 
cosmic microwave background and the local dust emission 
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Rik = Aik�(⌧ik)(1 + Qik) + Cik for Ei > Ek

Rik =

gk

gi
Aik�(⌧ik) Qik + Cik for Ei < Ek

cooling rate: principles 2
• the level populations follow from detailed balance, it states that in statistical 

equilibrium all reactions that populate a level and that de-populate a level exactly 
balance; for altogether N energy levels, it reads for level i 

• here the rates Rik denote all “forward” (loss) reactions i → k and the rates Rki the 
“backward” (gain) reactions k → i that affect the level i

• these reaction can be radiative or collisional; we distinguish between reaction down 
and up the energy scale

again Aik is the Einstein coefficient for spontaneous emission and Cij is the collisional 
rate for a transition from level i to level k 

ni

NX

k 6=i

Rik =
NX

i 6=k

nkRki
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cooling rate: principles 3
• the background radiation field is contained in the parameter Qik, which reads

it is this term, that carries most of the complexity, because it links the local chemistry 
to the overall radiation field, which is an intrinsically non-local quantity (see 
discussion of radiative transfer processes)

• the N equations are not independent, there is in addition the equation of mass 
conservation for the species x, which for the different levels k reads

typically one of the balance equations is replaced by the conservation equation.
• note that special care needs to be taken when solving the advection equation 

numerically on a computer
 
• the above needs to be done in a coupled way for each species in the chemical network



n1nC12 = n2nC21 + n2A21

n2

n1
=

g2

g1

exp (�E21/kT )

1 + ncr/n

ncr =
A21

C21

application to 2-level system
• as a start, let us assume optically thin conditions (photon escape probability β = 1) and 

no ambient radiation field (P = 0)
• we assume collisional excitation and collisional as well as radiative de-excitation

where n = n1 + n2 is the total number density, and the collisional rates are C12 and C21, 
and the rate A21 for spontaneous emission  

• we assume detailed balance between the collisional rate and get

with the statistical weights g1 and g2 
• we can now solve for the ratio of the level populations n2/n1

where we introduce the critical density 

C12 =

g2

g1
C21 exp (�E21/kT )
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• because the specific intensity B⌫(T ) of the Planck spectrum
grows monotoneously with temperature T for each fre-
quency ⌫ the brightness temperature Tb is uniquely defined;
in general Tb is a function of ⌫, only if the source is a black-
body Tb is the same for all frequencies;

10.3.5 Effective Temperature

• the effective temperature Te↵ is derived from the total
amount of flux F emitted by a source integrated over all
frequencies; we obtain Te↵ by equating F with the flux from
a blackbody of temperature Te↵,

Te↵ =
✓F
�

◆1/4

=

 

1
�

Z

I⌫ cos ✓d⌦d⌫
!1/4

; (10.83)

• note that Te↵ as well as Tb depend on the magnitude of the
source; brighter sources give higher values of Te↵ and Tb;

10.4 Einstein Coefficients

10.4.1 Einstein Coefficients and Derivation of
Planck’s Function

• Kirchhoff’s law (10.51), j⌫ = ↵⌫B⌫, relates emission and ab-
sorption coefficient with the equilibrium temperature T for
thermal radiation; Einstein studied this relation on a micro-
scopic level by analyzing the interaction of radiation with
a simple atomic system (FIGURE); he considered a system
with two discrete energy levels, level 1 with energy E1 and
statistical weight g1 and level 2 with energy E2 = E1 + h⌫ the statistical weight g indi-

cates the degeneracy of the
energy level;

level 1: E1; g2

�⌫

⌫⌫0

�(⌫)

�E = h⌫0

level 2: E2 = E1 + �E; g2

and statistical weight g2; the system goes from 1 to 2 by
absorbing a photon of energy h⌫ and back from 2 to 1 by
emitting a photon; Einstein was able to derive the Planck
function from first principles by considering two processes
for emission besides the one for absorption:

spontaneous emission with

A21 = probability per unit time for
spontaneous transition 2! 1



ncr =
P

j<i AijP
j 6=i Cij

application to 2-level system
• the critical density is

• note: this can easily be extended to multi-level systems; the critical density now 
compares the sum of all radiative transitions to the available lower levels to the 
collisional rates to all levels

• for                      the de-excitation process is dominated by collisions, the system is 
in local thermodynamic equilibrium (LTE) and the level populations follow the 
Boltzmann distribution with the kinetic temperature of the gas Tgas

• for                      radiative transitions dominate the transition to the ground level, in 
this case T in the Boltzmann term is the radiation temperature; if Trad ≠ Tgas then the 
system is not in LTE, this defines the excitation temperature Texc

ncr = A21/C21

n > ncr

n < ncr
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• combining                                                                    with

gives an estimate for the ratio between the gas temperature and the excitation temperature Texc 

  

• as expected for                     we get  Texc ≈ T

• for low densities                       Texc will typically be much less than T
• if                         then  Texc ≈ T is also possible, but in this case the upper level 2 will hardly be 

populated and the transition will be  weak anyway  
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• typical collisional de-excitation rates can be computed as

where  µ is the reduced mass of the collision partners, σ21(v) is the collision cross section, depending 
on the relative velocity v of the collision partners

• typically                             for neutral-neutral collisions that are regulated by short-range van der 
Waals interaction

• electron-neutral interaction often involve spin change (e.g. through the exchange of the colliding 
electron with a previously bound electron); these collisions involve induced dipoles and are 
therefore stronger with larger rate coefficients

• electron-ion interactions involve Coulomb forces; 
they favor low relative velocities (                ); 
because of focussing effects between species with 
opposite charges the cross sections are usually very 
large, with corresponding large rate coefficients 
at low T 

collisional rates

C21 / T 1/2

� / v�2
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Table 2.5 Typical de-excitation rate coefficients

Collision partners < !ul > "10−15 cm2) #ul (cm3 s−1)

Neutral–neutral 2 3×10−11 T 1/2

Electron–neutral 30 1×10−9

Electron–ion 2×104/T 1×10−5 T−1/2

Excitation temperature

In general, levels will not be in LTE. It is instructive to define the excitation
temperature, TX, as

TX ≡ Eul

k

[
ln
(
nlgu
nugl

)]−1

$ (2.34)

From Eq. (2.30), we find

T

TX
−1= kT

Eul
ln
(
1+ ncr

n

)
$ (2.35)

At high densities (n$ ncr), TX % T as expected, while at low densities (n& ncr),
TX will be much less than T . Of course, formally, when kT & Eul, TX can also
be close to T , even if n& ncr. However, at such low densities and temperatures,
excitation of the upper level will be exceedingly low and the transition will be
largely irrelevant.

Cooling law

The cooling law (cf. Eq. (2.20)) is now

n2%= nuAulh&ul =
gu/gl exp'−h&ul/kT(

1+ncr/n+gu/gl exp'−h&ul/kT(
!jnAulh&ul) (2.36)

where we have used the conservation equation for species j

nl+nu =!j n) (2.37)

with !j the abundance of species j. In the high density limit, we recognize the
denominator for the partition function of a two-level system and again recover
LTE. In that limit, the cooling scales with n (and T ) and the emergent intensity
with the column density. In the low density limit, the cooling law simplifies to

n2% % n2!j #lu h&ul$ (2.38)

Every upward collision now results in a cooling photon and the cooling law
depends on density squared (and the temperature, through the excitation rate).
The emergent intensity then scales with the density times the column density.

table from A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)
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cooling rate 4
• recall the general form of the cooling strength (for the 2-level species x with transition 

from 2 → 1):

• without external radiation field Px(ν21) and optically thin conditions (β = 1) the we get 

• where we introduce the relative abundance of species x via 

• high-density limit                  :   we obtain the equations for LTE (as expected) and we see 
that in this limit the cooling strength scales linearly with density n and temperature T ; the 
resulting intensity in the cooling line scales as the column density (the LOS integral of n)

• low-density limit                  :   every upward collision eventually results in the emission 
of a photon; the cooling strength scales as the density squared n2 (and the intensity scales 
as the density times the column density)
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n1nC12 + n1B12J21 = n2nC21 + n2A21 + n2B21J21

2-level system with optical depth
• let us consider again the simple 2-level system, but now we include the effects of 

finite optical depth
• taking the interaction with the ambient radiation field                      at the frequency ν21 

into account, the equation of detailed balance now reads 
J21 = J⌫21

collisional
excitation

radiative
excitation

=
absorption

collisional
de-excitation

radiative
de-excitation

=
spontaneous 

emission

radiative
de-excitation

=
stimulated 
emission

• PROBLEM: this is now are strongly coupled non-linear problem! the level populations depend 
on the radiation field, while the radiation field depends on the level population everywhere in 
the cloud 

• calculation of level populations is coupled to the radiative transfer problem
↳ computationally extremely demanding!



simplification
• we can make two simplifications to make the problem of computing the level population 

local again

• introduce local escape probability: photons produced locally can only be absorbed locally
↳ large velocity gradient approximation ⟷ Sobolev approximation

• for calculating the optical depth, we assume that the local level population holds globally

• these two assumptions decouple the calculation of the level population from solving the 
global radiative transfer problem

• we say that the net number of photon absorption events (corrected for stimulated emission) is 
equal to the number of photons that do not escape the local volume (say computational cell)

where β(τ) is the probability of a photon formed at optical depth τ escapes from the region of 
interest (computational cell)

(n1B12J21 � n2B21)J21 = [1� �(⌧21)]n2A21



2-level system with escape probability
• combining

with 

leads to a fully local equation (no dependence on J21) for the level populations:

• this is identical to the optically thin case discussed before, except that

• we recover the same formal solution for the ratio of the level populations

with 

• thus, including local photon trapping effectively lowers the critical density for reaching LTE; 
a fraction of the emitted photons become absorbed again; this excited state has another 
chance to de-excite via a collision and give back the energy to the gas before it emits a new 
photon which might escape and carry away the energy

(n1B12J21 � n2B21)J21 = [1� �(⌧21)]n2A21

n1nC12 + n1B12J21 = n2nC21 + n2A21 + n2B21J21

n1nC12 = n2nC21 + �(⌧21) n2A21

n2 ! �(⌧21) n2

n2

n1
=

g2

g1

exp (�E21/kT )

1 + ncr/n

ncr = �(⌧21)A21/C21



2-level system with escape probability
• hot to calculate β(τ21) ?

• large velocity gradient (LVG) or Sobolev approximation:

if there is a large velocity gradient across the local region of interest, 
then we quickly have a significant Doppler shift between the emitted
photon and all possible absorbers

once the photon has managed to escape the local region, then it can
no longer be absorbed by other regions of the cloud

• we can write the corresponding optical depth

• for simple geometries β(τ21) can be calculated analytically

Δν = ν0 ・Δv/c

dv/ds

Δν

⌧21 =
A21c3

8⇡⌫3
21

n2
|dv/ds|

✓
n1g2

n2g1
� 1

◆

Δs

the line is Doppler shifted away 
over the small distance Δs 



• for simple geometries β(τ21) can be calculated analytically

• example: infinite slab of gas with dv/ds gives

and 

2-level system with escape probability

Δν = ν0 ・Δv/c

dv/ds

Δν

Δs

the line is Doppler shifted away 
over the small distance Δs 
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The optical depth

It now remains to describe the relation between the optical depth and the level
populations and between the optical depth and the escape probability. For a
turbulent, homogeneous, semi-infinite slab, the line-averaged optical depth is
given by

!ul =
Aulc

3

8"#3ul

nu
b/$z

[
nlgu
nugl

−1
]
% (2.43)

where b is the Doppler broadening parameter and $z the distance from the
surface. The escape probability formalism is also often used in situations with
a velocity gradient that is large compared to the thermal motion. In that case,
b/$z is replaced by the velocity gradient dv/dz in the expression for the optical
depth. The optical depth is then purely local; i.e., once a photon escapes its local
environment (has traveled a distance $vD/&dv/dz' with $vD the Doppler width
of the line) it will “find” itself in the “wing” of the line profile where the optical
depth is small and the photon will escape the cloud.
For various simple geometries, the radiation transfer problem can be solved on

an optical depth scale and simple expressions are available. For a plane-parallel
slab, the escape probability is given by

(&!'= 1− exp&−2)34!'
4)68!

!< 7 (2.44)

and
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(
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In the limit of small optical depth, the escape probability goes to 1/2: in a semi-
infinite slab, photons escape through half a hemisphere. At large optical depth,
( scales with !−1.

Emergent intensity

The emergent intensity in the line is given, under these approximations (plane-
parallel, homogeneous, semi-infinite slab), by

I = 1
2"

∫ z

0
n2*&z̃'dz̃% (2.46)

where the factor 2" takes into account that photons only escape through the front
surface. Here, * is given by Eq. (2.36) (but remember that now the critical density
contains (). In thermodynamic equilibrium, this reduces to

I = B&T'
#b

c
f&!'% (2.47)
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• in ionized gas (T ~ 104 K) the most important cooling mechanism is the excitation of low 
lying electronic states of trace species such as O++ or N+

• these states are excited by collisions with free electrons in the ionized gas with rates

with Ω21 ~ 1 being the collision strength and g2 the statistical weight of the upper state
• these transition connect states with the same electron configuration and are thus dipole-

forbidden transitions
• however, the density in HII regions is typically much below the critical density for 

collisional de-excitation, so these lines are effective coolants
• because they are forbidden transitions and because HII regions are usually small, optical 

depth effects play no role and the emission is typically optically thin

C21 =
✓

2⇡

kT

◆1/2 ⌦21

g2
⇡ 8.6⇥ 10�6

T 1/2

⌦21

g2
cm3s�1
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Table 2.6 Cooling lines of ionized gas

Ion u l !ul"Å# Eul"K# Aul"s# $ul (cm−3) ncr"u#

O+ 2D5/2
4S3/2 3 728%8 3%9×104 3%8×10−5 0.82 1%3×103

O+ 2P1/2
2D5/2 7 318%8 2%0×104 6%1×10−2 0.30 4%3×106

O+ 2P1/2
2D3/2 7 329%6 2%0×104 1%0×10−1 0.28 4%3×106

O+ 2P1/2
4S3/2 2 470%2 5%8×104 2%3×10−2 0.14 4%3×106

O+ 2P3/2
2D5/2 7 319%9 2%0×104 1%2×10−1 0.74 6%3×106

O+ 2P3/2
2D3/2 7 330%7 2%0×104 6%1×10−2 0.41 6%3×106

O+ 2P3/2
4S3/2 2 470%3 5%8×104 5%6×10−2 0.28 6%3×106

N+ 3P1
3P0 2 040000%0 7%0×101 2%1×10−6 0.41 4%5×101

N+ 3P2
3P1 1 220000%0 1%2×102 7%5×10−6 1.12 2%8×102

N+ 1D2
3P2 6 583%4 2%2×104 3%0×10−3 1.47 8%6×104

N+ 1D2
3P1 6 548%1 2%2×104 1%0×10−3 0.88 8%6×104

N+ 1S0
1D2 5 754%6 2%5×104 1%0 0.83 1%1×107

N+ 1S0
3P1 3 062%8 4%7×104 3%3×10−2 0.10 1%1×107

S+ 2D3/2
4S3/2 6 730%8 2%1×104 8%8×10−4 2.76 3%6×103

S+ 2D5/2
4S3/2 6 716%4 2%1×104 2%6×10−4 4.14 1%3×103

S+ 2P1/2
2D5/2 10 370%5 1%4×104 7%8×10−2 2.20 9%8×105

S+ 2P1/2
2D3/2 10 336%4 1%4×104 1%6×10−1 1.79 9%8×105

S+ 2P1/2
4S3/2 4 076%4 3%5×104 9%1×10−2 1.17 9%8×105

S+ 2P3/2
2D5/2 10 320%5 1%4×104 1%8×10−1 4.99 5%7×106

S+ 2P3/2
2D3/2 10 286%7 1%4×104 1%3×10−1 3.00 5%7×106

S+ 2P3/2
4S3/2 4 068%6 3%5×104 2%2×10−1 2.35 5%7×106

O++ 3P1
3P0 884000%0 1%6×102 2%7×10−5 0.54 5%0×102

O++ 3P2
3P1 518000%0 2%8×102 9%8×10−5 1.29 3%4×103

O++ 1D2
3P2 5 006%9 2%9×104 2%0×10−2 1.27 6%9×105

O++ 1D2
3P1 4 958%9 2%9×104 7%0×10−3 0.76 6%9×105

O++ 1S0
1D2 4 363%2 3%3×104 1%7 0.58 2%4×107

O++ 1S0
3P1 2 321%4 6%2×104 2%3×10−1 0.10 2%4×107

S++ 3P1
3P0 335000%0 4%3×102 4%7×10−4 3.98 1%4×103

S++ 3P2
3P1 187000%0 7%7×102 2%1×10−3 7.87 1%2×104

S++ 1D2
3P2 9 530%9 1%5×104 5%5×10−2 3.86 6%2×105

S++ 1D2
3P1 9 068%9 1%6×104 2%1×10−2 2.32 6%2×105

S++ 1S0
1D2 6 312%1 2%3×104 2%3 1.38 1%4×107

S++ 1S0
3P1 3 721%7 3%9×104 8%4×10−1 0.39 1%4×107

density limit (n < 3×103 cm−3), the [CII] 158&m cooling rate is approximately
given by

n2'(CII) # 3×10−27 n2
(

!C

1%4×10−4

)

×
(
1+0%42

( x

10−3

))
exp (−92/T ) erg cm−3 s−1* (2.67)

• some line data:
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table from A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)
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• as the ionized gas, the cooling of atomic gas is done through the excitation of low-lying 
electronic transitions

• because the temperatures are typically low, cooling by fine-structure lines with ΔT < 1000 K  
is generally most efficient

• we need to distinguish between excitation by 
• collisions with H, and 
• collisions with electrons and ions (like C, S, Si)
• collisions with molecular hydrogen (becomes relevant only at very high densities)

• there are always some free electrons by ionization of trace species with small ionization 
energy, and by the normal cosmic ray flux

• example: cooling by C+, in the low density limit the [CII] line at 158 µm provides the 
following cooling rate

where we have assume that C is fully ionized and that H has an ionization degree of x 

n

2
⇤[CII] ⇡ 3⇥ 10

�27
n

2

✓
�C

1.4⇥ 10

�4

◆ h
1 + 0.42

⇣
x

10

�3

⌘i
exp

✓
�92K

T

◆
erg cm

�3
s

�1

cooling in atomic gas 1



• note, that optical depth effects can be important

where χ is again the fractional abundance of the species under consideration

• note this roughly corresponds to an Av ~ 1 which is also the value for self-shielding of H2 to 
become important

N(⌧ = 1) ⇡ 6.8⇥ 1021cm�2

✓
10�5

A21

◆ ✓
10�4

�

◆ ✓
100µm

�21

◆3 ⇣ �

1 km s�1

⌘
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• some line data:

cooling in atomic gas 3
Table 2.7 Cooling lines of neutral gasa

p, e collisionsa H collisions
Species u l !ul"Å# Eul"K# Aul"s# $b

ul (cm
3 s−1# nb

cr (cm
−3) %b (cm3 s−1) &b (cm−3) nb

cr (cm
−2) N'

C+ 2P3/2
2P1/2 1 577000 92 2.4 (−6) 3.8 (−7) 6.3 (0) 8.9 (−10) 0.02 2.7 (3) 1.2 (21)

C 3P1
3P0 6 092000 23(6 7.9 (−8) 3.0 (−9) 2.6 (1) 1.6 (−10) 0.14 4.9 (2) 4.2 (20)

C 3P2
3P1 3 690000 38(9 2.7 (−7) 1.5 (−8) 1.8 (1) 2.9 (−10) 0.26 9.3 (2) 1.0 (21)

C 3P2
3P0 230 62(5 2.0 (−14) 5.0 (−9) — 9.2 (−11) 0.26 — 1.9 (28)

O 3P1
3P2 632000 228 8.95 (−5) 1.4 (−8) 6.4 (3) 9.2 (−11) 0.67 9.7 (5) 1.0 (21)

O 3P0
3P1 1 456000 98 1.7 (−5) 5.0 (−9) 3.4 (3) 1.1 (−10) 0.44 1.5 (5) 7.8 (20)

O 3P0
3P2 440000 326 1.0 (−10) 1.4 (−8) — 4.4 (−11) 0.80 — 8.0 (27)

O 1D2
3P2 6 300(3 2(3"4# 6.3 (−3) 2.5 (−9)c 2.4 (6)c — — — —

O 1D2
3P1 6 363(8 2(3"4# 2.1 (−3) 1.5 (−9)c 1.4 (6)c — — — —

Si+ 2P3/2
2P1/2 348000 414 2.2 (−4) 4.3 (−7) 5.1 (2) 6.5 (−10) — 3.4 (5) 4.6 (23)

S 3P2
3P1 252000 571 1.4 (−3) 3.3 (−8) 4.2 (4) 7.5 (−10) 0.17 1.8 (6) 6.4 (22)

S 3P0
3P1 566000 255 3.0 (−4) 1.2 (−8) 2.5 (4) 4.2 (−10) 0.17 7.1 (5) 4.7 (22)

Sd 3P2
3P0 174000 826 6.7 (−8) 3.3 (−8) — 7.1 (−10) 0.17 — 1.2 (28)

Fe 5D3
5D4 242000 595 2.5 (−3) 1.2 (−7) 2.1 (4) 8.0 (−10) 0.17 3.1 (6) 9.9 (23)

Fe 5D2
5D3 347000 415 1.6 (−3) 9.3 (−8) 1.7 (4) 5.3 (−10) 0.17 3.0 (6) 3.7 (21)

Fe 5D4
5D2 143000 1010 1.0 (−9) 1.2 (−7) — 6.9 (−10) 0.17 — 1.7 (32)

Fe+ 6D7/2
6D9/2 260000 554 2.1 (−3) 1.8 (−6) 6.0 (2) 9.5 (−10) — 2.2 (6) 9.1 (23)

Fe+ 6D5/2
6D7/2 354000 407 1.6 (−3) 8.7 (−7) 1.8 (3) 4.7 (−10) — 3.3 (6) 5.2 (23)

Fe+ 6D5/2
6D9/2 150000 961 1.5 (−9) 1.8 (−6) — 5.7 (−10) — — 9.0 (30)

a Electron collision rates for ions (these have a T−0(5 dependence), proton collision rates for neutrals.
b De-excitation collisional rate coefficient and critical density evaluated at 100K, unless otherwise noted.
c Evaluated at 10 000K. Scales with T 0(6.
d The cooling parameters of S+ are given in Table 2.6.

table from A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)



• some representative cooling curves:

• for temperature range                                            and two different fractional ionizations

• cooling is dominated by two fine-structure lines, [CII] at 158 µm and [OI] at 63 µm for 
T < 104 K 

cooling in atomic gas 4
340 CHAPTER 30

Figure 30.1 Cooling rate for neutral H I gas at temperatures 10 <∼ T <∼ 2 × 104 K
for two fractional ionizations. For T < 104 K, the cooling is dominated by two fine
structure lines: [C II]158µm and [O I]63µm.
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• molecular gas has many very efficient pathways for cooling
• molecular vibrational and rotational levels are easily excited and can efficiently remove 

energy from the system

• under typical conditions, cooling is 
dominated by CO lines, but also H2O 
can be come important at high densities 
and temperatures 

• the coupling between gas and dust is 
important for high densities

• optical depth effects become important

cooling in molecular gas 1
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Figure 2.11 The calculated cooling rate per H2 molecule for 10 and 40K molec-
ular gas as a function of density.

ISM), 13CO cooling can become comparable to the 12CO cooling because the
latter is optically thick. Because of the low critical density of the low-J levels
of CO, its importance diminishes at higher densities where other species – first
C and O2 and then H2O – start to contribute or even take over. Water and other
hydrides have strong transitions at higher frequencies and become progressively
more important at higher temperatures. Despite their low abundance, molecular
ions are also important coolants, on account of their large dipole moments.

2.7 Further reading

Electronic spectroscopy of atoms and molecules is discussed in [1], [2], and [3].
There are various excellent textbooks on vibrational spectroscopy of molecules,
e.g., [4], [5], and [6]. I prefer [7]. Rotational spectroscopy of molecules is
discussed in [8]. A general textbook on spectroscopy is [9]. Atomic and molecular
collision processes are described in detail in the monograph [10].

I strongly recommend [11], which describes the ins and outs of cooling of ionized
gas in great detail. No comparable textbook exists describing cooling of neutral

figure from A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)



• molecular gas has many very efficient pathways for cooling
• molecular vibrational and rotational levels are easily excited and can efficiently remove 

energy from the system

• under typical conditions, cooling is 
dominated by CO lines, but also H2O 
can be come important at high densities 
and temperatures 

• the coupling between gas and dust is 
important for high densities

• optical depth effects become important
• dynamics is also important (Sobolev

approximation)
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• this is the most important heating mechanism in the neutral ISM
• when a photon hits a PAH or a small dust grain it may release an electron
• this electron may diffuse through the grain and eventually leave the grain

• typical energy gain per event:

• with 
αgrain = ionization cross section of the grains
Ekin = kinetic energy of the photo-electron
νi = (W + Φ)/h = photon energy required 
                            for ionization
W = work function for diffusion inside grain
Φ = Coulomb barrier if grain is positively
        charged

• average energy per ionization event

photo-electric heating 1

3.3 Photo-electric heating 67

injected into the gas phase with excess kinetic energy. The average energy per
ionization is then

3
2
kTgrain

∫ !H

!i
! "!#$grain"!#d! =

∫ !H

!i
! "!#$grain"!#Ekind!% (3.9)

with $grain the ionization cross section of the grains, Ekin the kinetic energy of
the photo-electron, and h!i =W +&c the photon energy required for ionization.
The expression for PAH heating is analogous. With a typical ionization potential
of 5 eV and adopting an ionization cross section and ionizing radiation field inde-
pendent of energy, the average energy per ionization of a neutral grain becomes,
Ekin/k ! 50000K. While this is an appreciable amount of energy, the actual
heating rate will depend on the ionization rate as well as the grain charge.

3.3.1 The photo-electric effect on grains

For a mono-energetic radiation field, the efficiency 'grain of the photo-electric
effect on a grain per absorbed FUV photon – or equivalently, the ratio of gas
heating to the grain FUV absorption rate – is given by the yield Y , which measures
the probability that the electron escapes multiplied by the fraction of the photon
energy carried away as kinetic energy by the electron;

'grain ∼ Y

(
h!−W −&c

h!

)
% (3.10)

where, for simplicity, we have assumed that no energy is lost within the grain.
The yield is a complex function of the grain size, a, the collision length scale
for low-energy electrons in solids, (e (!10 Å), the FUV absorption length scale
inside a grain, (a (!100 Å), and the photon energy, h!. For large grains and
photon energies well above threshold, the photons are absorbed ∼ 100 Å inside
the grain and the photo-electrons rarely escape (Y ∼ (e/(a ! 0)1). For very small
grains, a ∼ (e, the yield can approach unity. With a typical FUV photon energy of
10 eV and a work function of 5 eV, the maximum efficiency is only 0.05 for large
grains. Generally, because of positive charging of the grains, the efficiency will
be much less, because of two effects. First, because of the coulomb interaction,
the ejected electron will carry away less kinetic energy. Second, only a smaller
fraction of all the available photons is able to ionize the grain. Grain charging will
be discussed in Section 5.2.3. When photo-electric heating is important, the grain
charge is a balance between photo-ionization and electron recombination and thus
controlled by the parameter, * = G0T

1/2/ne. The electrostatic grain potential is
then &c = Zde

2/a∼7×10−4* eV, with Zd the grain charge. For the diffuse ISM
(* !1500 cm3 K1/2), this reduction factor is not very important. However, for
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The expression for PAH heating is analogous. With a typical ionization potential
of 5 eV and adopting an ionization cross section and ionizing radiation field inde-
pendent of energy, the average energy per ionization of a neutral grain becomes,
Ekin/k ! 50000K. While this is an appreciable amount of energy, the actual
heating rate will depend on the ionization rate as well as the grain charge.

3.3.1 The photo-electric effect on grains

For a mono-energetic radiation field, the efficiency 'grain of the photo-electric
effect on a grain per absorbed FUV photon – or equivalently, the ratio of gas
heating to the grain FUV absorption rate – is given by the yield Y , which measures
the probability that the electron escapes multiplied by the fraction of the photon
energy carried away as kinetic energy by the electron;

'grain ∼ Y

(
h!−W −&c

h!

)
% (3.10)

where, for simplicity, we have assumed that no energy is lost within the grain.
The yield is a complex function of the grain size, a, the collision length scale
for low-energy electrons in solids, (e (!10 Å), the FUV absorption length scale
inside a grain, (a (!100 Å), and the photon energy, h!. For large grains and
photon energies well above threshold, the photons are absorbed ∼ 100 Å inside
the grain and the photo-electrons rarely escape (Y ∼ (e/(a ! 0)1). For very small
grains, a ∼ (e, the yield can approach unity. With a typical FUV photon energy of
10 eV and a work function of 5 eV, the maximum efficiency is only 0.05 for large
grains. Generally, because of positive charging of the grains, the efficiency will
be much less, because of two effects. First, because of the coulomb interaction,
the ejected electron will carry away less kinetic energy. Second, only a smaller
fraction of all the available photons is able to ionize the grain. Grain charging will
be discussed in Section 5.2.3. When photo-electric heating is important, the grain
charge is a balance between photo-ionization and electron recombination and thus
controlled by the parameter, * = G0T

1/2/ne. The electrostatic grain potential is
then &c = Zde

2/a∼7×10−4* eV, with Zd the grain charge. For the diffuse ISM
(* !1500 cm3 K1/2), this reduction factor is not very important. However, for

=



• calculating the photo-electric heating rate in detail is very complex

• the result is

with the heating efficiency

and 

(recall that G0 is the Habing field)
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In terms of the efficiency (Eq. 3.16), the total photo-electric heating rate is
given by

n!pe = 10−24"nG0 erg cm
−3 s−1# (3.17)

We note that for a single species, in the small $ limit, the photo-electric heating
is proportional to G0n (e.g., for predominantly neutral species) and ionization
scales with G0, while in the large $ limit, the heating rate is independent of the
intensity of the FUV field and proportional to nne through the recombination rate
(cf. Eqs. (3.13) and (3.14)). For a size distribution, the latter is only approximately
correct, because the transition from small to large $ occurs at different $s for
different sized grains. For neutral PAHs and grains ($ " 103 K1/2 cm3), a maxi-
mum efficiency of ∼0#05 is reached and the photo-electric heating rate is then
$5×10−26G0 erg (H atom)−1 s−1. In the cold neutral medium, $$ 103 K1/2 cm3

resulting in "$ 0#03 and near-maximum heating. In the warm neutral medium,
$ $ 2×104 K1/2 cm3 and " is only 0.01. In a dense PDR, $ $ 105 K1/2 cm3, and
the efficiency is calculated to be 0.003.

For comparison, the heating due to carbon photo-ionization is ∼3× 10−26

f%CI&G0 erg (H atom)−1 s−1 (cf. Eq. (3.8)), which in the cold neutral medium
is $10−29G0 n erg cm−3 s−1. Polycyclic aromatic hydrocarbon molecules (and
small dust grains) are much more efficient in heating the gas than carbon atoms
largely because of the much larger neutral fraction of these species. Essentially,
PAH molecules (and small dust grains) have so many internal degrees of freedom
that can take up the incoming kinetic energy of a recombining electron that their
recombination rate coefficient (∼10−5 cm3 s−1) is much higher than the (radiative)
recombination rate coefficient of atomic ions (∼10−11 cm3 s−1). Even if we
include the additional neutralization of C+ due to recombination with large PAH
anions (cf. Section 3.2.1), the difference in the heating rate due to C0 ionization
and PAH ionization is still a factor of ∼103.

3.4 Photon heating by H2

After photodissociation of a molecule, the fragments will carry away some of
the photon energy as kinetic energy, heating the gas. After (re)formation of a
molecule, the newly formed species may be left in a vibrationally excited state.
Infrared photons can also vibrationally excite molecules directly. In both cases,
collisional de-excitation can then heat the gas.

Because of abundance considerations, photodissociation of H2 will domi-
nate this heating term. The photochemistry of H2 is discussed extensively in
Section 8.7.1. In short, H2 photodissociation proceeds through FUV line absorp-
tion from the ground electronic state to an excited electronic state. A small fraction
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the interstellar gas, partly because small grains dominate the FUV absorption
extinction and partly because photo-electrons escape more easily from PAHs and
small grains than from large grains.

The photo-electric heating efficiency, !, depends on the grain or PAH charge
and thus on the ratio of the photo-ionization rate over the recombination rate
of electrons with grains and PAHs. Thus, when " is small, grains or PAHs are
predominantly neutral and the photo-electric heating has the highest efficiency.
When " increases, grains or PAHs will charge up and the photo-electric efficiency
will drop. Theoretical calculations on the heating efficiency, !, by a grain size
distribution of PAHs and small grains, including the effects of charge, are shown
in Fig. 3.4 and these have been fitted by a simple analytical formula,

!= 4#87×10−2

1+ 4×10−3"0#73 +
3#65×10−2$T/104%0#7

1+2×10−4"
# (3.16)

The first term takes the ionization balance into account and is the equivalent of
Eq. (3.12) with Eq. (3.13) for a single species. The dependence of " is slightly
less steep because larger PAHs have more charge states available. The second
term introduces an additional temperature dependence, which reflects an increase
in the electron recombination rate at high temperatures and the resulting decreased
grain charge. This term enhances the efficiency by a factor of 1.7 at T ∼ 104 K.
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Figure 3.4 The photo-electric heating efficiency as a function of the charging
parameter " ≡G0T

1/2/ne, which is proportional to the ionization rate over the
recombination rate). For low ", PAHs and grains are neutral and the photo-
electric heating is at maximum efficiency. For increasing ", grains and PAHs
charge up and the overall heating efficiency decreases.
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dense photodissociation regions (! !105 cm3 K1/2), charging severely reduces the
photo-electric heating rate by grains.

3.3.2 The photo-electric effect on large molecules

Large molecules are much more efficient in photo-electrically heating the gas
than grains. We will focus here on PAHs. While a fraction of the photon energy
(generally taken to be ∼0"5) may remain behind as electronic excitation energy,
the yield is much higher for planar PAH molecules. The limiting factor now is
that the ionization potential, IP, of a charged PAH is readily larger than 13.6 eV.
Far-ultraviolet photons absorbed by such a PAH cation do not lead to the creation
of a photo-electron or, therefore, to any gas heating. The ionization potential of a
charged PAH is given by (cf. Section 6.3.1)

IP =W +#c =W + $Z+0"5%e2/C =W + $Z+0"5%&e2/2a' (3.11)

where W is the work function of bulk graphite, #c is the coulomb potential, Z
is the PAH charge, a is the PAH radius, and C is the capacitance of the PAH,
which in the left-hand side has been approximated as a thin disk. In the limit
of large PAHs, the ionization potential goes to the bulk work function, but for
small sizes and high numbers of charges, IP can exceed 13.6 eV. For example,
the second ionization potential of pyrene, C16H10, is 16.6 eV, well above the
hydrogen ionization limit. The photo-electric heating efficiency (PAH for small
PAHs is then reduced by the (“neutral”) fraction, f$Z= 0%, of PAHs that can still
be ionized by FUV photons,

(PAH = 1
2
f$Z = 0%

(
h)− IP

h)

)
" (3.12)

Thus, with a typical photon energy of 10 eV and an ionization potential of 7 eV,
the maximum efficiency is 0.15.
The PAH neutral fraction can be found from the PAH ionization balance (see

Chapter 6). Consider a PAH with two ionization stages, 0 and +1. The neutral
fraction is then given by

f$Z = 0%= $1+!0%
−1' (3.13)

where !0 is the ratio of the ionization rate over the recombination rate, which for
small PAHs is given by (see Section 6.3.7)

!0 = 3"5×10−6N 1/2
c !' (3.14)

with ! =G0T
1/2/ne. For a 50 C atom PAH, !0 ! 0"05 and the neutral fraction

is f$Z = 0% ! 0"95 in a diffuse HI cloud. In a dense photodissociation region,
PAH charging is slightly more important with !0 ! 3"5 and f$Z = 0% ! 0"2.
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• when a photon ionizes an atom the photon energy minus the ionization potential goes into 
kinetic energy of the free electron; this energy can quickly be shared by the surrounding gas 
particles

• heating rate for element i is

photo-ionization 1
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important in dense regions illuminated by strong FUV fields (photodissociation
regions, see Chapter 9) where photodissociation of H2 can be of importance. The
gas can also tap the FUV radiation field indirectly. Dust grains are heated through
absorption of these photons (see Chapter 5) and collisions will then couple the gas
thermodynamically to the dust. Gas species can also be vibrationally or rotationally
excited by the IR dust continuum radiation field. Collisional de-excitation then
heats the gas. Of course, this collisional de-excitation process competes with
radiative decay of the excited level and this process is only important at high
densities.
Besides the EUV and FUV radiation fields, the ISM is also pervaded by very

energetic photons and particles and X-ray heating and cosmic-ray heating can
be important, particularly when the UV fields have been strongly attenuated
(e.g., inside dense molecular clouds) or close to bright sources of energetic photons
or particles (e.g., supernova remnants). Finally, gas can also couple energetically
to macroscopic fluid motion. The decay of (subsonic) turbulence is treated in this
chapter. Shock waves convert supersonic motion into heat and this is treated in
Chapter 11.

3.2 Photo-ionization of atoms

The heating, n!i, due to photo-ionization of element i can be written as

n!i = ni

∫ !

"i
4#! $"%&i$"%h$"−"i%d"' (3.3)

where ni is the density of species i' &i$"% is the photo-ionization cross section,
and "i is the photo-ionization threshold. The mean photon-intensity, ! $"%, is
given by

! $"%= J$"%

h"
' (3.4)

with J$"% the mean intensity of ionizing photons. The average energy per
photo-ionization, 3/2kTi, carried away by the photo-electron can then be
defined as

3
2
kTi

∫ !

"i
! $"%&i$"%d" ≡

∫ !

"i
! $"%&i$"%h$"−"i%d"( (3.5)

This average energy depends, therefore, on the spectrum of the ionizing radiation
field but not on the absolute value of the mean intensity. Likewise, the average
energy does not depend on the absolute value of the cross section.

number density 
of species i

number of photons 
with frequency ν

integration over all photons with energies 
larger than the ionization potential hνi

photo-ionization 
cross section
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• when a photon ionizes an atom the photon energy minus the ionization potential goes into 
kinetic energy of the free electron; this energy can quickly be shared by the surrounding gas 
particles
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• photodissociation of a molecule will heat the gas: the fragments carry away some of the 
energy

• however, also the reformation of the molecule will heat the gas:
• often the newly formed species is in an excited state (typically in an vibrationally excited 

state)
• collisional decay leads to heating

• because of the large abundance, photo heating 
of H2 will most important photo heating process

photo heating by H2 1
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Figure 3.5 A schematic diagram of the H2 pumping, fluorescence, dissociation,
and heating through the absorption of FUV photons. Absorption of an FUV
photon followed by FUV radiative decay can leave H2 vibrationally excited in
the ground electronic state. The excess vibrational energy can be emitted as a
near-IR photon or the molecule can be de-excited through collisions, thereby
heating the gas. In about 10–15% of the FUV pumps, H2 decays to the vibrational
continuum of the ground electronic state and the molecule dissociates.

with ! the de-excitation rate (! ! 10−12 T 0"5 exp#−1000/T$ cm3 s−1 for atomic
H). The population of excited H2, n

%
2, can be approximated by balancing colli-

sional de-excitation (n%2!nH) and radiative decay (An%2) with the UV pump rate
(n &H2' kpump),

n%2 =
n&H2'kpump

!nH+A+kpump
( (3.22)

where we have ignored direct photodissociation out of the vibrationally excited
state of H2. Now, assuming that the formation of H2 from atomic H on
grain surfaces (nnHkd, with kd ! 3× 10−17, see Section 8.7.1) is balanced by
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where we have ignored direct photodissociation out of the vibrationally excited
state of H2. Now, assuming that the formation of H2 from atomic H on
grain surfaces (nnHkd, with kd ! 3× 10−17, see Section 8.7.1) is balanced by

H2 absorbs FUV photon from ground-
electronic state to excited electronic state 

10% decays back to the vibrational 
continuum of the ground electronic state 
→ the molecule dissociates

this delivers 0.25 eV directly

72 Gas heating

(!10%) of the radiative decays back to the electronic ground state occur in the
vibrational continuum (see Section 8.7.1), delivering about 0.25 eV to the gas.
The heating by this process, n!pd, is given by

n!pd = 4×10−14n"H2#kpump erg cm
−3 s−1$ (3.18)

The pump rate of molecular hydrogen is given by

kpump = 3$4×10−10%"&#G0 exp'−2$6Av( s
−1) (3.19)

where the numerical factor is the pumping rate in the average interstellar radiation
field. The two additional factors take attenuation into account: %"&# is the reduction
of the FUV pumping radiation field due to self-shielding by molecular hydrogen
molecules that provide an optical depth & to the cloud surface (see Section 8.7.1
for details) and the exponential factor takes dust absorption into account.

Most of the FUV absorption is by H2 decay back to a bound vibrational
excited state of the electronic ground state. The molecule will then slowly decay
radiatively through the emission of IR photons. At high densities (n ! 104 cm−3,
depending on T ), the vibrationally excited molecule can also be collisionally
de-excited, thereby heating the gas. The heating efficiency of this process is then
approximately

*"H2#!
(
Evib

h+

)
fH2

!0$17fH2
) (3.20)

where Evib is the vibrational energy converted into heat and h+ is the energy of
the pumping FUV photon. The fraction of the FUV photon flux pumping H2,
fH2

, reflects the competition between H2 and the dust for these FUV photons.
This depends on the location of the HI/H2 transition zone. For dense regions
(G0/n " 4×10−2 cm3), H2 self-shielding is important, the H2 transition is near
the surface, and most of the photons that can pump H2 are absorbed by H2 rather
than dust (Section 8.7.1). Under these conditions, fH2

! 0$25, and this process
provides an efficient coupling to the FUV photon flux of the star. Indeed, this
efficiency is comparable to that of the photo-electric effect. In low-density regions
(G0/n ! 4× 10−2 cm3), dust rather than H2 dominates the absorption of the
pumping photons and this heating process is unimportant.

The heating rate by this process depends, thus, on the density of vibrationally
excited species. Here, we will concentrate on the edge of dense photodissociation
regions where atomic H is the dominant collision partner. Then, if we approximate
the H2 molecule with one pseudo-vibrational level at an energy of 2 eV, the
heating rate is given by

n!H2
= 3$2×10−12n,n-2) (3.21)

heating rate:
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! 0$25, and this process
provides an efficient coupling to the FUV photon flux of the star. Indeed, this
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The heating rate by this process depends, thus, on the density of vibrationally
excited species. Here, we will concentrate on the edge of dense photodissociation
regions where atomic H is the dominant collision partner. Then, if we approximate
the H2 molecule with one pseudo-vibrational level at an energy of 2 eV, the
heating rate is given by

n!H2
= 3$2×10−12n,n-2) (3.21)

with pumping rate

attenuation of the ambient radiation field enters via β(τ) for 
self-shielding and via the exponential factor taking dust 
extinction into account
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Figure 3.5 A schematic diagram of the H2 pumping, fluorescence, dissociation,
and heating through the absorption of FUV photons. Absorption of an FUV
photon followed by FUV radiative decay can leave H2 vibrationally excited in
the ground electronic state. The excess vibrational energy can be emitted as a
near-IR photon or the molecule can be de-excited through collisions, thereby
heating the gas. In about 10–15% of the FUV pumps, H2 decays to the vibrational
continuum of the ground electronic state and the molecule dissociates.

with ! the de-excitation rate (! ! 10−12 T 0"5 exp#−1000/T$ cm3 s−1 for atomic
H). The population of excited H2, n

%
2, can be approximated by balancing colli-

sional de-excitation (n%2!nH) and radiative decay (An%2) with the UV pump rate
(n &H2' kpump),

n%2 =
n&H2'kpump

!nH+A+kpump
( (3.22)

where we have ignored direct photodissociation out of the vibrationally excited
state of H2. Now, assuming that the formation of H2 from atomic H on
grain surfaces (nnHkd, with kd ! 3× 10−17, see Section 8.7.1) is balanced by

H2 absorbs FUV photon from ground-
electronic state to excited electronic state 

most H2 molecules decay back into 
bound vibrational states of ground 
electronic state

the molecule then slowly go down further 
either via the emission of IR photons or 
via collisions

efficiency of process depends on density 
(number of collisions) and vibrational 
level population  + extinction + shielding
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photodissociation and taking into account that there are typically nine pumps per
dissociation, we have

n!2 =
9nnHR

nH"+A+kpump
# (3.23)

At the edge of a warm (T ∼ 1000K) cloud, Av = 0 and $%& = 0' = 1 (i.e., all
photons are available to pump), this yields for the heating rate

n(H2
" 2#9×10−11nnHkd

[
1+

(ncr
n

)
+ 4#4×102G0

nT 1/2 exp)−1000/T*

]−1

erg cm−3 s−1+

(3.24)
where ncr =A/"" 105/T 0#5 exp)−1000/T* cm−3. Thus, at high densities (n% ncr
and n/G0 % 1), essentially every UV pump into the vibrational states results in
heating of the gas and the heating rate is then

n(H2
" 3×10−11nnHkd " 10−27 nnH erg cm−3 s−1# (3.25)

At high densities, this heating rate will dominate over photo-electric heating (cf.
Eq. (3.17)).
Finally, formation of molecular hydrogen in the interstellar medium generally

proceeds through atomic hydrogen reaction on grain surfaces. The heat of forma-
tion ("4.5 eV) leaves the newly formed species momentarily highly vibrationally
and rotationally excited on the grain surface. The fate of this energy is unclear.
Energy transfer to the grain through multipolar–multipolar interaction may be
efficient, particularly for the higher vibrational states of H2, which are near reso-
nant with vibrational modes of surface functional groups such as C–H and O–H.
However, if the newly formed species is ejected quickly from the grain, a fraction,
,chem, of the chemical energy may be available for gas heating; ,chem might be as
small as 0.2. The heating rate is then given by

n(chem = 7#2×10−12 nHnkd
1+ncr/n

,chem erg cm−3 s−1# (3.26)

Thus, this chemical energy heating term is typically small (0#24 ,chem) compared
to the heating term due to UV pumping. Heating due to molecular hydrogen
formation may be important in dissociative shocks inside dense clouds, where
UV photons play little part (see Section 11.2.2).

3.5 Dust-gas heating

In the interstellar medium, gas and dust are not in thermodynamical equilibrium
and often have quite different temperatures. If the dust is warmer than the gas

at 
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H2 formation heating (on dust)
• also when H2 forms on dust, the binding energy (~ 4.5 eV) is available
• the newly formed molecule is in highly excited vibrational and rotational state on the grain 

surface
• some of this energy may be transferred to the grain, but if the H2 molecule is ejected quickly 

a fraction of this energy is carried away and available to heat the gas 

with  ϵchem being small (maybe ~0.2)

• side remark: 3-body H2 formation in the gas phase is important heat source at high densities 
during primordial star formation 
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gas-dust coupling
• we have seen before that dust acts as a thermostat and that collisions couple gas and dust 

together
• if dust is warmer than gas (e.g. in the envelope of a protostar) it provides heating to the gas

• with experimental and numerical data this turns into

• at lower densities (diffuse ISM) dust provides cooling rather than acts as a heat source 

3.6 Cosmic-ray heating 75

(say, in the envelope of a protostar), gas atoms bouncing off a grain can be an
important gas heating source. The heating rate is then given by

n!g−d = nnd"d

(
8kT
#m

)1/2

$2kTd−2kT %&a' (3.27)

where nd"d is the dust density and geometric cross section (10−21 n cm−1), and
2kT is the average kinetic energy of a gas atom striking the grain surface. The
accommodation coefficient, &a, measures how well the gas atom accommodates
to the grain; i.e., an &a of unity corresponds to a bouncing particle that has
completely thermalized and leaves with 2kTd. Experimental and theoretical studies
suggest that &a " 0(15. The heating rate is then

n!g−d " 10−33n2T 1/2$Td−T % erg cm−3 s−1( (3.28)

Of course, if the gas is warmer than the dust (e.g., in the diffuse ISM or in a
photodissociation region), this process is really a cooling process. If the gas and
grains are charged, the cross section can be enhanced by coulomb focussing by a
factor of 3 (see Section 5.2.3). This heating rate can also be substantially enhanced
if the dust moves relative to the gas at high velocities. This may occur near a
bright star where radiation pressure accelerates the dust or in shock fronts where
the kinetic energy of the gas is quickly thermalized but dust grains keep moving
because of their inertia.

3.6 Cosmic-ray heating

Low-energy cosmic rays (∼1–10MeV) are most efficient in ionizing and heating
the gas. A high-energy proton can ionize a gas atom. The substantial kinetic energy
(∼35 eV) of the resulting primary electron can be lost through (elastic) collisions
with other electrons or through ionization or excitation of gas atoms or molecules.
The total ionization rate, )CR, including secondary ionizations, depends then on
the energy of the primary and the electron fraction, xe:

n)CR = n*CR+1+,H$E'xe%+,He$E'xe%-' (3.29)

where *CR is the primary ionization rate, and the ,i$E'xe%s are the average
number of secondary ionizations of H and He per primary ionization. For diffuse
interstellar clouds where the electron abundance is low, the number of secondaries
is about 0.8. Above xe " 10−3, an increasing fraction of the energy of the primary
electron is lost through coulomb interaction with thermal electrons of the gas
rather than through further ionization.

Because their propagation is also most affected by the interstellar and Solar
System magnetic field, the flux of low-energy cosmic rays is not well constrained
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System magnetic field, the flux of low-energy cosmic rays is not well constrained



cosmic ray heating
• cosmic rays can ionize gas particles, as cosmic rays are very energetic, the products of the 

primary ionization event can ionize further particles (secondary ionization)

• ionization rate 

xe = electron fraction, Φi(E, xe) = average number of secondary ionizations

• the heating rate is

• typical values are ζCR ~ 2 x 10-16 s-1 and ξCR ~ 3 x 10-16 s-1 and Eh(E,xe) ~ 7 eV which leads to

• this provides a primary heating source in the inner well-shielded parts of dense cloud cores, 
where all other heating sources are no longer effective
→ sets a lower temperature floor of ~ 7 K in dense starless cores 
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by direct observations (see Section 1.3.3) but can be inferred from observations
of the degree of ionization in HI and molecular clouds (see Section 8.8). With a
primary ionization rate of 2× 10−16 s−1, the total cosmic-ray ionization rate is
!CR # 3×10−16 s−1. The heating rate is then given by

n"CR = n#CREh$E%xe&% (3.30)

with Eh$E%xe& the average heat deposited per primary ionization. For low degrees
of ionization, Eh$E%xe&# 7 eV. The cosmic-ray heating rate is then

n"CR = 3×10−27n

[
#CR

2×10−16

]
erg cm−3 s−1' (3.31)

3.7 X-ray heating

As for cosmic rays, the primary electron created by X-ray absorption can be
energetic enough to lead to secondary ionization. The primary ionization rate is
given by

n#XR = 4(n
∫

!XR$)&e
−*$)&N*$)&d)% (3.32)

with !XR the X-ray mean photon intensity and * the X–ray ionization cross
section. The observed diffuse X-ray background contains extragalactic compo-
nents as well as contributions from a number of galactic components (the local
bubble, galactic disk, and halo). The X-ray mean intensity is included in Fig. 1.8.
The cross section for X-ray absorption for Solar System abundances is shown in
Fig. 3.6. As for cosmic rays, because of coulomb losses, the total ionization rate
and total heating rate – including the effects of secondary ionization – depend
on the electron fraction in the gas. Absorption by intervening material is very
important for soft X-rays and is explicitly included in Eq. (3.32).
Figure 3.7 shows the calculated ionization and heating rates in the local solar

neighborhood as a function of absorbing H column density for different electron
fractions. The ionization rate and heating rate decrease with increasing depth into
a cloud because of the attenuation. Because of the presence of more than one
spectral component in the diffuse X-ray background coupled with the increased
mean free path for harder X-rays, the ionization and heating rates drop more slowly
with column density than a simple exponential. When the degree of ionization
increases, more energy of the primary electron is lost to coulomb losses and hence
the heating rate increases while the ionization rate decreases. The X-ray heating
rate is substantially less than the photo-electric heating rate due to FUV photons,
which merely reflects the low photon flux (Fig. 1.9) and the low ionization cross
section of atoms (Fig. 3.6) in the X-ray range. For small attenuating columns,
X-ray ionization can be important compared to cosmic rays.
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x-ray heating 
• x-ray ionization rate

• corresponding heating rate as function 
of hydrogen column density 
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Figure 3.7 The ionization rate (top) and heating rate (bottom) due to the soft
X-ray background as a function of absorbing H column density. The different
curves are labeled by the adopted electron fraction.

of different sizes, where eddies of a given size, !, will have a characteristic
velocity, v"!#. The energy fed into the system at the largest scales cascades into
smaller scale eddies and these in turn feed their energy into even smaller eddies,
all the way down to the molecular dissipation level where the energy is converted
into heat. The smallest scale size will be set by the viscosity, !sv"!s# ! $. The
viscosity, $, is given by

$ = vtherm/n% ! 1020/n cm2 s−1& (3.34)

where vtherm is the thermal velocity (∼1 km s−1), and % is a typical cross section
(10−15 cm2). Thus, the power spectrum should reflect that the “energy flow”
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• turbulent heating

• ambipolar diffusion heating

• gravitational heating (PdV heating due to gravitational contraction, free-fall solution)
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through the system is constant (e.g., !̇ = v2/"#/v$ = constant), which then
leads to

v= "!̇#$1/3% (3.35)

The smallest length scale, #s, is then

#s ∼
(
&3

!̇

)1/4

% (3.36)

This length scale is typically very small, 1016 cm for the WNM and 1013 cm for
molecular clouds (see below). The kinetic energy density of the turbulent fluid at
scale k = 2'/# is d"v2$/dk. This results in

E"k$dk= 2
3
"2'!̇$2/3k−5/3dk( (3.37)

which is known as the Kolmogorov energy spectrum.
Thus, by making the energy flow assumption, we can estimate the energy

transfer rate – and thus the gas heating rate – if we know the characteristics of
the turbulent fluid at one scale size,

n)turbulence =
1/2nmHv

2

#/v
% (3.38)

In the warm neutral medium, v= 10 km s−1 on a scale of 200 pc and the turbulent
heating rate is

n)turbulence = 2%8×10−30n erg cm−3 s−1% (3.39)

For molecular cloud cores, observations give v$ 1 km s−1 at n= 104 cm−3 and
#= 1 pc and this results in a heating rate of

n)turbulence = 3×10−28n erg cm−3 s−1 (3.40)

for Kolmogorov turbulence.

3.9 Heating due to ambipolar diffusion

In a partially ionized gas, such as a molecular cloud core, ions and neutrals may
develop a small (drift) velocity difference, for example, through the counterplay
of magnetic fields and gravity. The friction between the ions and the neutrals
heats the gas at a rate

n)ad = nennm< *v > v2d( (3.41)
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with < !v > the average collision rate (2× 10−9 cm3 s−1), and vd the neutral–
ion drift velocity. In molecular cloud cores, calculated drift velocities are
#5×103 cm s−1, which corresponds to a drift of 0.5 pc on a typical ambipolar
diffusion time scale of 107 years. The degree of ionization is # 10−5/n1/2 (see
Section 10.2). The heating rate is then

n"ad # 1#6×10−30n3/2 erg cm−3 s−1# (3.42)

Ambipolar diffusion heating plays a role in the slow leakage of magnetic fields
from pre-stellar molecular cloud cores and the accompanying settling into an
isothermal sphere structure. This process will not be discussed in this book.
Ambipolar diffusion also plays an important role in a type of shocks in molecular
clouds, called C shocks. This will be discussed extensively in Section 11.3.

3.10 Gravitational heating

Gravitational collapse will heat the gas by compression. Adopting the free-fall
solution, we find

n"gravity =
5
2
kTv

∣∣∣∣
dn
dr

∣∣∣∣=
15
4
kT

n

$ff
% (3.43)

with the free-fall time scale given by

$ff =
(

3&
32GnmH

)1/2

# 4×107

n1/2
years# (3.44)

Thus, in a dense cloud core, the gravitational heating rate is given by

n"gravity # 4#3×10−31n3/2T erg cm−3 s−1# (3.45)

Obviously, this heating process is important during the collapse phase of molecular
cloud cores and we will not discuss it further in this book.

3.11 The heating of the interstellar medium

3.11.1 Heating of diffuse clouds

Figure 3.8 compares the different heating processes for conditions relevant for
the diffuse clouds: a gas temperature of 100K, the average interstellar radiation
field (G0 = 1), and an electron fraction of 1#4× 10−4. The photo-electric effect
dominates over the full range. Coupling between the gas and cosmic rays is of
some importance at the lowest densities. Photo-ionization of neutral carbon was
calculated assuming a balance between photo-ionization and radiative electron
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86 Chemical processes

Table 4.1 Generic gas phase reactions and their rates

reaction rate unit note

Photodissociation AB+h! → A+B 10−9 s−1 (a)
Neutral–neutral A+B→ C+D 4×10−11 cm3 s−1 (b)
Ion–molecule A++B→ C++D 2×10−9 cm3 s−1 (c)
Charge-transfer A++B→ A+B+ 10−9 cm3 s−1 (c)
Radiative association A+B→ AB+h! (d)
Dissociative recombination A++ e→ C+D 10−7 cm3 s−1

Collisional association A+B+M→ AB+M 10−32 cm6 s−1 (c)
Associative detachment A−+B→ AB+ e 10−9 cm3 s−1 (c)

(a) Rate in the unshielded radiation field.
(b) Rate in the exothermic direction and assuming no activation barrier (i.e., radical–radical

reaction).
(c) Rate in the exothermic direction.
(d) Rate highly reaction specific.

rates are summarized in Table 4.1. For a bimolecular reaction, the corresponding
rates of formation or destruction of a species are

dn"A#
dt

=−kn"A#n"B#=−dn"C#
dt

$ (4.1)

For a unimolecular reaction, we have

dn"A#
dt

=−kn"A#=−dn"C#
dt

$ (4.2)

Similarly, for a termolecular reaction, we have

dn"A#
dt

=−kn"A#n"B#n"M#=−dn"AB#
dt

$ (4.3)

4.1.1 Photochemistry

The FUV photons permeating the diffuse ISM are a dominant destruction agent for
small molecules. Typical bonding energies of molecules are in the range 5–10 eV,
corresponding to wavelengths of$3000 Å and shorter. However, direct absorption
into the dissociating continuum of the ground state is generally negligible. Rather,
dissociation occurs through a transition to the continuum of an electronic excited
state. Alternatively, dissociation can occur because the excited electronic state
mixes with a crossing, dissociative state (predissociation). There is a third route,
which happens to be the only one available for molecular hydrogen, whereby
dissociation occurs after the UV excited electronic state decays radiatively to



gas-phase chemical reactions
reaction rates 

• the corresponding rates are

• so, modeling chemistry is all about finding the right reaction coefficients k

• in the above the photodissociation or ionization belongs to the first category 
(radiation is a ‘background’ field)
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the continuum of the ground electronic state. This is discussed in more detail in
Section 8.7.1.

In the diffuse interstellar medium, the photodissociation rate is given by

kpd =
∫ !H

!i
4"!ISRF#!$%pd#!$d!& (4.4)

where !ISRF#!$ is the mean photon intensity of the interstellar radiation field,
%pd#!$ the photodissociation cross section, and the integration runs from the disso-
ciation limit to the hydrogen photo-ionization limit. If there are allowed transitions
to dissociative channels available, the cross section is typically 0.01–0.1 Å2 for
dipole-allowed transitions in the wavelength region of interest. In the interstellar
radiation field (∼108 FUV photons cm−2 s−1 sr−1), this translates into a rate of
10−9–10−10 s−1 or a lifetime of 109–1010 s. Inside a cloud, the radiation field
will be attenuated by dust. Because dust absorption and scattering is not gray,
the frequency distribution of the FUV radiation field will depend on the depth
into the cloud. Assuming standard dust properties (Chapter 5), extensive radiative
transfer studies have been done to determine the dependence of the photodisso-
ciation reaction rates on cloud depth. Table 4.2 lists some of the important ones
appropriate for infinite homogeneous slabs, tabulated in the form

kpd = a exp'−bAv(& (4.5)

with a the unshielded rate and Av the visual extinction due to dust.

Table 4.2 Some important photo reactions
and their ratesa

Reaction a b

CH → C+H 2)7 #−10$ 1.3
CH2 → CH+H 5)0 #−11$ 1.7
CH → C+H 2)7 #−10$ 1.3
O2 → O+O 3)3 #−10$ 1.4
OH → O+H 7)6 #−10$ 2.0
CO → C+O 1)7 #−10$ 3.2b
H2O → OH+H 5)1 #−10$ 1.8
CH → CH++ e 3)2 #−10$ 3.0
CH2 → CH+

2 + e 1)0 #−9$ 2.3
CH+ → C++H 1.8 #−10$ 2.8
CH+

2 → CH++H 1)7 #−9$ 1.7
CH+

3 → CH+
2 +H 1)0 #−9$ 1.7

CH+
3 → CH++H2 1)0 #−9$ 1.7

a Rates are kpd = a exp'−bAv(.
b Self-shielding can be important for CO dissociation.

mean photon 
intensity of ISRF

cross sectionintegration from 
photodissociation 
energy of species i 

to hydrogen H
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reaction rate unit note
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rates are summarized in Table 4.1. For a bimolecular reaction, the corresponding
rates of formation or destruction of a species are

dn"A#
dt

=−kn"A#n"B#=−dn"C#
dt

$ (4.1)

For a unimolecular reaction, we have

dn"A#
dt

=−kn"A#=−dn"C#
dt

$ (4.2)

Similarly, for a termolecular reaction, we have

dn"A#
dt

=−kn"A#n"B#n"M#=−dn"AB#
dt

$ (4.3)

4.1.1 Photochemistry

The FUV photons permeating the diffuse ISM are a dominant destruction agent for
small molecules. Typical bonding energies of molecules are in the range 5–10 eV,
corresponding to wavelengths of$3000 Å and shorter. However, direct absorption
into the dissociating continuum of the ground state is generally negligible. Rather,
dissociation occurs through a transition to the continuum of an electronic excited
state. Alternatively, dissociation can occur because the excited electronic state
mixes with a crossing, dissociative state (predissociation). There is a third route,
which happens to be the only one available for molecular hydrogen, whereby
dissociation occurs after the UV excited electronic state decays radiatively to
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enthalpy difference

• which leads to a energy barrier
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Table 4.3 Cosmic-ray driven
photo reaction ratesa

species pm

OH 509
H2O 971
CO 7b
CO2 1708
H2CO 2660
C2H2 5155
HCN 3114

a Photodissociation rate given as
kpd = !CR pm/"1−#$.

b For CO, self-shielding rather than
dust is the limiting factor. The
photodissociation rate is !CR pm.

4.1.2 Neutral–neutral reactions

Neutral–neutral reactions are reactions of the type

A+B ! C+D+%E& (4.8)

where it is assumed that the reaction is exothermic to the right. The thermochem-
istry of a reaction, describing the heat flow, can be evaluated from the enthalpy
(H) difference between products and reactants

%H"reaction$=H"products$−H"reactants$& (4.9)

where a negative enthalpy corresponds to release of energy by a reaction (e.g.,
%E = −%H ; for an exothermic reaction %H < 0; for an endothermic reaction
%H> 0). The enthalpy of a species is not just the bond energy but also involves
the internal energy and the work done on the environment. Enthalpy is always
measured relative to a standard state. In evaluating the enthalpy change of a
reaction, the stoichiometry of the reaction, the phases of the reactants and products,
and the temperature of the reaction have to be kept in mind. Finally, the enthalpy
change does not depend on the reaction pathway and hence can be determined from
the heat of formation and the thermodynamic properties of the species. For stable
molecules, heats of formation are generally negative quantities, which implies that
the formation of a compound from its elements is usually an exothermic process.
For atoms, the heat of formation can be derived from the bond strength if the
compounds are diatomic gases in their standard state (e.g., H2, O2, N2). For those
elements that are solid in their standard state (e.g., C), the heat of formation can
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photodissociation rate is !CR pm.

4.1.2 Neutral–neutral reactions

Neutral–neutral reactions are reactions of the type

A+B ! C+D+%E& (4.8)

where it is assumed that the reaction is exothermic to the right. The thermochem-
istry of a reaction, describing the heat flow, can be evaluated from the enthalpy
(H) difference between products and reactants

%H"reaction$=H"products$−H"reactants$& (4.9)

where a negative enthalpy corresponds to release of energy by a reaction (e.g.,
%E = −%H ; for an exothermic reaction %H < 0; for an endothermic reaction
%H> 0). The enthalpy of a species is not just the bond energy but also involves
the internal energy and the work done on the environment. Enthalpy is always
measured relative to a standard state. In evaluating the enthalpy change of a
reaction, the stoichiometry of the reaction, the phases of the reactants and products,
and the temperature of the reaction have to be kept in mind. Finally, the enthalpy
change does not depend on the reaction pathway and hence can be determined from
the heat of formation and the thermodynamic properties of the species. For stable
molecules, heats of formation are generally negative quantities, which implies that
the formation of a compound from its elements is usually an exothermic process.
For atoms, the heat of formation can be derived from the bond strength if the
compounds are diatomic gases in their standard state (e.g., H2, O2, N2). For those
elements that are solid in their standard state (e.g., C), the heat of formation can
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Table 4.4 Neutral–neutral reactions a

reaction ! " #

H2+O → OH+H 9$0%−12& 1$0 4$5%3&
H+OH → O+H2 4$2%−12& 1$0 3$5%3&
H2+OH → H2O+H 3$6%−11& 2$1%3&
H+H2O → OH+H2 1$5%−10& 1$0%4&
H+O2 → OH+O 3$7%−10& 8$5%3&
OH+O → O2+H 4$0%−10& 6$0%2&
H2+C → CH+H 1$2% −9& 0$5 1$4%4&
H+CH → C+H2 1$2% −9& 0$5 2$2%3&
C++H2 → CH++H 9$4%−12& 1$25 4$7%3&

a Reaction rates of the form k = !%T/300&" exp'−#/kT(.

be evaluated from vapor pressure data. For ions the enthalpy can be derived from
their ionization potentials. The heats of formation at 0K for some astrophysically
relevant species are listed in Table 4.5. These have to be transferred to the
temperature of the gas under consideration using the specific heat of the species
but that correction is generally small for astrophysical conditions.
Neutral–neutral reactions often possess appreciable activation barriers because

of the necessary bond breaking associated with the molecular rearrangement.
The forward and backward reaction rates, kf , and kb, are related through the
equilibrium constant, K,

K = kf
kb

exp')E/kT($ (4.10)

Ignoring, for the moment, the activation energy involved, the forward rate can be
estimated from the classical “hard-collision” cross section; i.e., the collision where
the impact parameter is small enough that the attractive interactive forces can
overcome the angular momentum of the collision. For neutral–neutral collisions,
the attractive interaction is due to van der Waals forces,

V%r&=−*1*2
r6

I+ (4.11)

with *i the polarizability of the species involved and I the harmonic mean of the
ionization potentials. The rate coefficient is then

kf = 13$5,
(
*1*2 I

-

)1/3

<v1/3># 4×10−11cm3 s−1+ (4.12)

with - the reduced mass, and we have adopted typical values (*= 10−24 cm3, -=
3×10−24 g, I = 13$6 eV, and T = 100K). If there is an activation barrier involved,
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ion-molecule reactions
• ion-molecule reactions occur usually rapidly

because the have a strong polarization-induced
interaction potential which helps to overcome
activation barrier

• reactions are typically very fast 

• even small amounts of ionization can drive
very rich chemistry

• rate coefficients are typically constants that 
correspond to effective geometric cross sections

A. Tielens: Physics and Chemistry of the ISM (Cambridge University Press)
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Table 4.1 Generic gas phase reactions and their rates

reaction rate unit note

Photodissociation AB+h! → A+B 10−9 s−1 (a)
Neutral–neutral A+B→ C+D 4×10−11 cm3 s−1 (b)
Ion–molecule A++B→ C++D 2×10−9 cm3 s−1 (c)
Charge-transfer A++B→ A+B+ 10−9 cm3 s−1 (c)
Radiative association A+B→ AB+h! (d)
Dissociative recombination A++ e→ C+D 10−7 cm3 s−1

Collisional association A+B+M→ AB+M 10−32 cm6 s−1 (c)
Associative detachment A−+B→ AB+ e 10−9 cm3 s−1 (c)

(a) Rate in the unshielded radiation field.
(b) Rate in the exothermic direction and assuming no activation barrier (i.e., radical–radical

reaction).
(c) Rate in the exothermic direction.
(d) Rate highly reaction specific.

rates are summarized in Table 4.1. For a bimolecular reaction, the corresponding
rates of formation or destruction of a species are

dn"A#
dt

=−kn"A#n"B#=−dn"C#
dt

$ (4.1)

For a unimolecular reaction, we have

dn"A#
dt

=−kn"A#=−dn"C#
dt

$ (4.2)

Similarly, for a termolecular reaction, we have

dn"A#
dt

=−kn"A#n"B#n"M#=−dn"AB#
dt

$ (4.3)

4.1.1 Photochemistry

The FUV photons permeating the diffuse ISM are a dominant destruction agent for
small molecules. Typical bonding energies of molecules are in the range 5–10 eV,
corresponding to wavelengths of$3000 Å and shorter. However, direct absorption
into the dissociating continuum of the ground state is generally negligible. Rather,
dissociation occurs through a transition to the continuum of an electronic excited
state. Alternatively, dissociation can occur because the excited electronic state
mixes with a crossing, dissociative state (predissociation). There is a third route,
which happens to be the only one available for molecular hydrogen, whereby
dissociation occurs after the UV excited electronic state decays radiatively to
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Table 4.7 Ion–molecule reactions

reaction !

H+
2 +H2 → H+

3 +H 2.1 (–9)
H+

3 +O → OH++H2 8.0 (–10)
H+

3 +CO → HCO++H2 1.7 (–9)
H+

3 +H2O → H3O++H2 5.9 (–9)
OH++H2 → H2O++H 1.1 (–9)
H2O++H2 → H3O++H 6.1 (–10)
C++OH → CO++H 7.7 (–10)
C++H2O → HCO++H 2.7 (–9)
CO++H2 → HCO++H 2.0 (–9)
He++CO → C++O+He 1.6 (–9)
He++O2 → O++O+He 1.0 (–9)

He++H2O → OH++H+He 3.7 (–10)
He++H2O → H2O++He 7.0 (–11)
He++OH → O++H+He 1.1 (–9)

a Reaction rates are of the form k= !.

of the “donor”-species. Table 4.8 provides a compilation of proton affinities for
some astrophysically relevant species taken from the NIST database. The rates
are then well reproduced by the Langevin or average dipole orientation theory.

Ion–molecule reactions are ultimately driven by cosmic-ray ionization. Some
relevant cosmic-ray ionization rates are summarized in Table 4.9.

4.1.4 Charge transfer reactions

Charge transfer involving an atom can be important in setting the ionization
balance. Rates can be of the order of 10−9 cm3 s−1 in the exothermic direction
when there is an energy level in the product ion that is resonant (within ∼ 0.1 eV)
with the recombination energy of the incoming ion and the Franck–Condon
factor connecting the upper and lower states is large.2 Reactions involving only
atoms are important for the ionization balance of trace species in HII regions
(cf. Section 7.2.3). The charge exchange reaction between O and H+ is of particu-
lar importance in this regard. This reaction is also important in driving interstellar
chemistry because it transfers ionization to oxygen which can then readily partici-
pate in the chemistry. Because the ionization potentials are close, this reaction has
a large rate coefficient. Charge transfer reactions involving other neutral atoms are

2 The Franck–Condon principle states that a transition is favored when there is a large overlap between the
vibrational wave functions of the initial and final state; e.g., this assumes that the transition occurs while the
nuclei are stationary.
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Table 4.10 Radiative
association reactions

reaction !

H+C → CH 1.0 (−17)
C++H → CH+ 1.7 (−17)

C+ + H2 → CH+
2 6.0 (−16)

a Reaction rates are of the form k= !.

Table 4.11 Electron recombination reactionsa

reaction ! "

OH++ e → O+H 3.8 (−8) −0#5
CO++ e → C+O 2.0 (−7) −0#5
H2O++ e → O+H+H 2.0 (−7) −0#5
H2O++ e → OH+H 6.3 (−8) −0#5
H2O++ e → O+H2 3.3 (−8) −0#5
H3O++ e → H2O+H 3.3 (−7) −0#3
H3O++ e → OH+H+H 4.8 (−7) −0#3
H3O++ e → OH+H2 1.8 (−7) −0#3

H+
3 + e → H2+H 3.8 (−8) −0#45

H+
3 + e → H+H+H 3.8 (−8) −0#45

HCO++ e → CO+H 1.1 (−7) −1#0
CH++ e → C+H 1.5 (−7) −0#4
CH+

2 + e → CH+H 1.4 (−7) −0#55
CH+

2 + e → C+H+H 4.0 (−7) −0#6
CH+

2 + e → C+H2 1.0 (−7) −0#55
CH+

3 + e → CH2+H 7.8 (−8) −0#5
CH+

3 + e → CH+H+H 2.0 (−7) −0#4
CH+

3 + e → CH + H2 2.0 (−7) −0#5

a Electron recombination rate coefficients are given as
krec = !$T/300%".

typically 10−7 cm3 s−1. For polyatomic molecules, the neutral products and
branching ratios are generally not well known. Some typical electron recombi-
nation rates are listed in Table 4.11. The temperature dependence ranges from
T−1/3 to T−1. For large molecular species such as PAHs, the electronic excitation
energy of the neutral product will quickly transfer to the vibrational manifold.
This vibrational energy will then be radiated away through IR vibrational emission
and their electron recombination rates are much higher.
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100 Chemical processes

radicals (atomic or diatomic) become important. The formation of neutrals is often
dominated by electron recombination of an ion. Note that, in the general scheme
of things, this will only be important if that ion does not react with H2.
Detailed gas phase chemical networks for various astrophysical environments

will be discussed in Sections 8.7, 9.5, 10.4–6, and 11.2.2. Here, we emphasize that
involving ions in the reaction network carries a huge premium in terms of driving
molecular complexity. For that reason, the small amount of ionization in molecular
clouds caused by penetrating cosmic-ray ions takes on great significance for
astrochemistry. Furthermore, molecular build-up in the interstellar medium starts
off with an atomic gas. Given the low rates of radiative association reactions,
the first step combining two atoms into a diatomic species forms a bottleneck in
the gas phase. Here, chemistry on grain surfaces comes to the rescue. The grains
act as an extra body, readily accepting excess energy and momentum. This is
particularly true for molecular hydrogen formation. Once molecular hydrogen has
formed on grain surfaces, gas-phase chemistry can really take off. The physical
and chemical principles involved in grain-surface chemistry are discussed in the
next section.
Once a set of chemical species and the reactions among them have been

selected, differential equations for the abundance of each of the species can be
written,

dn!i"
dt

=−n!i"
∑

j

n!j"kij +
∑

j#k

n!j"n!k"kjk+
∑

j

n!j"kj −n!i"
∑

j

kj# (4.24)

where the first sum includes all coreactants for species i while the second sum
pertains to all bimolecular reactions resulting in the formation of species i, and
the last two sums refer to unimolecular reactions (e.g., photodissociation, photo-
ionization, or cosmic-ray ionization) forming or destroying species i. In the steady
state, this results in a set of quadratic equations,

! !n"= 0# (4.25)

where the vector n contains the abundances of the species. Because in each
reaction, formation and destruction balance, this set of equations is dependent
(e.g., each term appears as often with a plus sign as with a minus sign in this
set of equations). However, for each element, we can replace one equation by a
conservation equation. In addition, we can replace one equation by charge conser-
vation. The resulting set of equations can be solved iteratively using standard
Newton–Rhapson methods,

nj+1 = nj −"−1! # (4.26)

where " is the Jacobian of this set of equations and nj and nj+1 contain the
current and an improved estimate of the abundances. Adopting initial guesses

sum of all 
bimolecular reactions 
destroying species i

sum of all 
bimolecular reactions 

forming species i

change of species i 
with time

sum of all 
unimolecular 

reactions forming / 
destroying species i

Master equation describing summing over all gain and loss reactions 
this network includes only unimolecular und bimolecular reactions (no triple reactions)

e.g. photodissociation, 
photoionization, CR-ionization
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∑

j#k

n!j"n!k"kjk+
∑

j

n!j"kj −n!i"
∑

j

kj# (4.24)

where the first sum includes all coreactants for species i while the second sum
pertains to all bimolecular reactions resulting in the formation of species i, and
the last two sums refer to unimolecular reactions (e.g., photodissociation, photo-
ionization, or cosmic-ray ionization) forming or destroying species i. In the steady
state, this results in a set of quadratic equations,

! !n"= 0# (4.25)

where the vector n contains the abundances of the species. Because in each
reaction, formation and destruction balance, this set of equations is dependent
(e.g., each term appears as often with a plus sign as with a minus sign in this
set of equations). However, for each element, we can replace one equation by a
conservation equation. In addition, we can replace one equation by charge conser-
vation. The resulting set of equations can be solved iteratively using standard
Newton–Rhapson methods,

nj+1 = nj −"−1! # (4.26)

where " is the Jacobian of this set of equations and nj and nj+1 contain the
current and an improved estimate of the abundances. Adopting initial guesses

sum of all 
bimolecular reactions 
destroying species i

sum of all 
bimolecular reactions 

forming species i

change of species i 
with time

sum of all 
unimolecular 

reactions forming / 
destroying species i

e.g. photodissociation, 
photoionization, CR-ionization

vector n(t) contains the abundances of all species

in steady state
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APP END IX B: LI ST OF CHE MICA L
R E AC T I O N S

Table B1. List of collisional gas-phase reactions included in our chemical model.

No. Reaction Rate coefficient (cm3 s−1) Notes Ref.

1 H + e− → H− + γ k1 = dex[−17.845 + 0.762 log T + 0.1523 (log T )2 1
− 0.03274(log T )3] T ≤ 6000 K

= dex[−16.420 + 0.1998(log T )2

−5.447 × 10−3(log T )4

+4.0415 × 10−5(log T )6] T > 6000 K
2 H− + H → H2 + e− k2 = 1.5 × 10−9 T ≤ 300 K 2

= 4.0 × 10−9T −0.17 T > 300 K
3 H + H+ → H+

2 + γ k3 = dex[−19.38 − 1.523 log T 3
+1.118(log T )2 − 0.1269(log T )3]

4 H + H+
2 → H2 + H+ k4 = 6.4 × 10−10 4

5 H− + H+ → H + H k5 = 2.4 × 10−6 T −1/2 (1.0 + T /20 000) 5
6 H+

2 + e− → H + H k6 = 1.0 × 10−8 T ≤ 617 K 6
= 1.32 × 10−6T −0.76 T > 617 K

7 H2 + H+ → H+
2 + H k7 = [ − 3.323 2183 × 10−7 7

+ 3.373 5382 × 10−7 ln T

− 1.449 1368 × 10−7(ln T )2

+ 3.417 2805 × 10−8(ln T )3

− 4.781 3720 × 10−9(ln T )4

+ 3.973 1542 × 10−10(ln T )5

− 1.817 1411 × 10−11(ln T )6

+ 3.531 1932 × 10−13(ln T )7]

× exp
(

−21 237.15
T

)

8 H2 + e− → H + H + e− k8 = 3.73 × 10−9T 0.1121 exp
( −99 430

T

)
8

9 H2 + H → H + H + H k9,l = 6.67 × 10−12T 1/2 exp
[
−(1 + 63 590

T )
]

9

k9,h = 3.52 × 10−9 exp
(
− 43 900

T

)
10

ncr,H = dex
[

3.0 − 0.416 log
(

T
10 000

)
− 0.327

{
log

(
T

10 000

)}2
]

10

10 H2 + H2 → H2 + H + H k10,l = 5.996×10−30T 4.1881

(1.0+6.761×10−6T )5.6881 exp
(
− 54 657.4

T

)
11

k10,h = 1.3 × 10−9 exp
(
− 53 300

T

)
12

ncr,H2 = dex
[

4.845 − 1.3 log
(

T
10 000

)
+ 1.62

{
log

(
T

10 000

)}2
]

12

11 H + e− → H+ + e− + e− k11 = exp [ − 3.271 396 786 × 101 13
+ 1.353 655 60 × 101 ln Te
− 5.739 328 75 × 100(ln Te)2

+ 1.563 154 98 × 100(ln Te)3

− 2.877 056 00 × 10−1(ln Te)4

+ 3.482 559 77 × 10−2(ln Te)5

− 2.631 976 17 × 10−3(ln Te)6

+ 1.119 543 95 × 10−4(ln Te)7

− 2.039 149 85 × 10−6(ln Te)8]

12 H+ + e− → H + γ k12,A = 1.269 × 10−13
(

315 614
T

)1.503
Case A 14

×
[

1.0 +
(

604 625
T

)0.470
]−1.923

k12,B = 2.753 × 10−14
(

315 614
T

)1.500
Case B 14

×
[

1.0 +
(

115 188
T

)0.407
]−2.242

13 H− + e− → H + e− + e− k13 = exp [ − 1.801 849 334 × 101 13
+ 2.360 852 20 × 100 ln Te
− 2.827 443 00 × 10−1(ln Te)2

+ 1.623 316 64 × 10−2(ln Te)3

− 3.365 012 03 × 10−2(ln Te)4

+ 1.178 329 78 × 10−2(ln Te)5

− 1.656 194 70 × 10−3(ln Te)6

+ 1.068 275 20 × 10−4(ln Te)7

− 2.631 285 81 × 10−6(ln Te)8]

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 404, 2–29
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Table B1 – continued

No. Reaction Rate coefficient (cm3 s−1) Notes Ref.

36 CH + H2 → CH2 + H k36 = 5.46 × 10−10 exp
(
− 1943

T

)
33

37 CH + C → C2 + H k37 = 6.59 × 10−11 34
38 CH + O → CO + H k38 = 6.6 × 10−11 T ≤ 2000 K 35

= 1.02 × 10−10 exp
(
− 914

T

)
T > 2000 K 36

39 CH2 + H → CH + H2 k39 = 6.64 × 10−11 37
40 CH2 + O → CO + H + H k40 = 1.33 × 10−10 38
41 CH2 + O → CO + H2 k41 = 8.0 × 10−11 39

42 C2 + O → CO + C k42 = 5.0 × 10−11 (
T

300

)0.5
T ≤ 300 K 40

= 5.0 × 10−11 (
T

300

)0.757
T > 300 K 41

43 O + H2 → OH + H k43 = 3.14 × 10−13 (
T

300

)2.7
exp

(
− 3150

T

)
42

44 OH + H → O + H2 k44 = 6.99 × 10−14 (
T

300

)2.8
exp

(
− 1950

T

)
43

45 OH + H2 → H2O + H k45 = 2.05 × 10−12
(

T
300

)1.52
exp

(
− 1736

T

)
44

46 OH + C → CO + H k46 = 1.0 × 10−10 34
47 OH + O → O2 + H k47 = 3.50 × 10−11 T ≤ 261 K 45

= 1.77 × 10−11 exp
( 178

T

)
T > 261 K 33

48 OH + OH → H2O + H k48 = 1.65 × 10−12
(

T
300

)1.14
exp

(
− 50

T

)
34

49 H2O + H → H2 + OH k49 = 1.59 × 10−11
(

T
300

)1.2
exp

(
− 9610

T

)
46

50 O2 + H → OH + O k50 = 2.61 × 10−10 exp
(
− 8156

T

)
33

51 O2 + H2 → OH + OH k51 = 3.16 × 10−10 exp
(
− 21 890

T

)
47

52 O2 + C → CO + O k52 = 4.7 × 10−11 (
T

300

)−0.34
T ≤ 295 K 34

= 2.48 × 10−12 (
T

300

)1.54
exp

( 613
T

)
T > 295 K 33

53 CO + H → C + OH k53 = 1.1 × 10−10 (
T

300

)0.5
exp

(
− 77 700

T

)
28

54 H+
2 + H2 → H+

3 + H k54 = 2.24 × 10−9
(

T
300

)0.042
exp

(
− T

46 600

)
48

55 H+
3 + H → H+

2 + H2 k55 = 7.7 × 10−9 exp
(
− 17 560

T

)
49

56 C + H+
2 → CH+ + H k56 = 2.4 × 10−9 28

57 C + H+
3 → CH+ + H2 k57 = 2.0 × 10−9 28

58 C+ + H2 → CH+ + H k58 = 1.0 × 10−10 exp
(
− 4640

T

)
50

59 CH+ + H → C+ + H2 k59 = 7.5 × 10−10 51
60 CH+ + H2 → CH+

2 + H k60 = 1.2 × 10−9 51
61 CH+ + O → CO+ + H k61 = 3.5 × 10−10 52
62 CH2 + H+ → CH+ + H2 k62 = 1.4 × 10−9 28
63 CH+

2 + H → CH+ + H2 k63 = 1.0 × 10−9 exp
(
− 7080

T

)
28

64 CH+
2 + H2 → CH+

3 + H k64 = 1.6 × 10−9 53
65 CH+

2 + O → HCO+ + H k65 = 7.5 × 10−10 28

66 CH+
3 + H → CH+

2 + H2 k66 = 7.0 × 10−10 exp
(
− 10 560

T

)
28

67 CH+
3 + O → HCO+ + H2 k67 = 4.0 × 10−10 54

68 C2 + O+ → CO+ + C k68 = 4.8 × 10−10 28
69 O+ + H2 → OH+ + H k69 = 1.7 × 10−9 55
70 O + H+

2 → OH+ + H k70 = 1.5 × 10−9 28
71 O + H+

3 → OH+ + H2 k71 = 8.4 × 10−10 56
72 OH + H+

3 → H2O+ + H2 k72 = 1.3 × 10−9 28
73 OH + C+ → CO+ + H k73 = 7.7 × 10−10 28
74 OH+ + H2 → H2O+ + H k74 = 1.01 × 10−9 57
75 H2O+ + H2 → H3O+ + H k75 = 6.4 × 10−10 58
76 H2O + H+

3 → H3O+ + H2 k76 = 5.9 × 10−9 59
77 H2O + C+ → HCO+ + H k77 = 9.0 × 10−10 60
78 H2O + C+ → HOC+ + H k78 = 1.8 × 10−9 60
79 H3O+ + C → HCO+ + H2 k79 = 1.0 × 10−11 28
80 O2 + C+ → CO+ + O k80 = 3.8 × 10−10 53
81 O2 + C+ → CO + O+ k81 = 6.2 × 10−10 53
82 O2 + CH+

2 → HCO+ + OH k82 = 9.1 × 10−10 53
83 O+

2 + C → CO+ + O k83 = 5.2 × 10−11 28
84 CO + H+

3 → HOC+ + H2 k84 = 2.7 × 10−11 61
85 CO + H+

3 → HCO+ + H2 k85 = 1.7 × 10−9 61
86 HCO+ + C → CO + CH+ k86 = 1.1 × 10−9 28
87 HCO+ + H2O → CO + H3O+ k87 = 2.5 × 10−9 62

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 404, 2–29
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Table B1 – continued

No. Reaction Rate coefficient (cm3 s−1) Notes Ref.

142 C + e− → C− + γ k142 = 2.25 × 10−15 81
143 C + H → CH + γ k143 = 1.0 × 10−17 82
144 C + H2 → CH2 + γ k144 = 1.0 × 10−17 82

145 C + C → C2 + γ k145 = 4.36 × 10−18
(

T
300

)0.35
exp

(
− 161.3

T

)
83

146 C + O → CO + γ k146 = 2.1 × 10−19 T ≤ 300 K 84

= 3.09 × 10−17 (
T

300

)0.33
exp

(
− 1629

T

)
T > 300 K 85

147 C+ + H → CH+ + γ k147 = 4.46 × 10−16T −0.5 exp
(
− 4.93

T 2/3

)
86

148 C+ + H2 → CH+
2 + γ k148 = 4.0 × 10−16

(
T

300

)−0.2
87

149 C+ + O → CO+ + γ k149 = 2.5 × 10−18 T ≤ 300 K 84

= 3.14 × 10−18
(

T
300

)−0.15
exp

( 68
T

)
T > 300 K

150 O + e− → O− + γ k150 = 1.5 × 10−15 28

151 O + H → OH + γ k151 = 9.9 × 10−19 (
T

300

)−0.38
28

152 O + O → O2 + γ k152 = 4.9 × 10−20 (
T

300

)1.58
82

153 OH + H → H2O + γ k153 = 5.26 × 10−18 (
T

300

)−5.22
exp

(
− 90

T

)
88

154 H + H + H → H2 + H k154 = 1.32 × 10−32
(

T
300

)−0.38
T ≤ 300 K 89

= 1.32 × 10−32 (
T

300

)−1.0
T > 300 K 90

155 H + H + H2 → H2 + H2 k155 = 2.8 × 10−31 T −0.6 91
156 H + H + He → H2 + He k156 = 6.9 × 10−32 T −0.4 92

157 C + C + M → C2 + M k157 = 5.99 × 10−33
(

T
5000

)−1.6
T ≤ 5000 K 93

= 5.99 × 10−33 (
T

5000

)−0.64
exp

(
5255
T

)
T > 5000 K 94

158 C + O + M → CO + M k158 = 6.16 × 10−29 (
T

300

)−3.08
T ≤ 2000 K 35

= 2.14 × 10−29
(

T
300

)−3.08
exp

( 2114
T

)
T > 2000 K 67

159 C+ + O + M → CO+ + M k159 = 100 × k210 67
160 C + O+ + M → CO+ + M k160 = 100 × k210 67

161 O + H + M → OH + M k161 = 4.33 × 10−32 (
T

300

)−1.0
43

162 OH + H + M → H2O + M k162 = 2.56 × 10−31
(

T
300

)−2.0
35

163 O + O + M → O2 + M k163 = 9.2 × 10−34 (
T

300

)−1.0
37

164 O + CH → HCO+ + e− k164 = 2.0 × 10−11 (
T

300

)0.44
95

165 H + H(s) → H2 k165 = 3.0 × 10−18 T 0.5 f A [1.0 + 0.04(T + T d)0.5 fA =
[

1.0 + 104 exp
(
− 600

Td

)]−1
96

+ 0.002 T + 8 × 10−6T 2]−1

Notes. T and Te are the gas temperatures in units of Kelvin and eV, respectively, while Td is the dust temperature in Kelvin. H (s) denotes a hydrogen atom
adsorbed on a grain surface. References are to the primary source of data for each reaction.
References: (1) Wishart (1979), (2) Launay, Le Dourneuf & Zeippen (1991), (3) Ramaker & Peek (1976), (4) Karpas, Anicich & Huntress (1979), (5) Croft,
Dickinson & Gadea (1999), (6) Schneider et al. (1994), (7) Savin et al. (2004), (8) Stibbe & Tennyson (1999), (9) Mac Low & Shull (1986), (10) Lepp & Shull
(1983), (11) Martin, Keogh & Mandy (1998), (12) Shapiro & Kang (1987), (13) Janev et al. (1987), (14) Ferland et al. (1992), (15) Poulaert et al. (1978),
(16) Hummer & Storey (1998), (17) Aldrovandi & Pequignot (1973), (18) Zygelman et al. (1989), (19) Kimura et al. (1993a), (20) Nahar & Pradhan (1997),
(21) Nahar (1999), (22) Voronov (1997), (23) Stancil et al. (1999), (24) Stancil et al. (1998), (25) Zhao et al. (2004), (26) Kimura et al. (1993b), (27) Dove
et al. (1987), (28) Le Teuff et al. (2000), (29) Smith et al. (2002), (30) Wagner-Redeker et al. (1985), (31) Dean, Davidson & Hanson (1991), (32) Harding,
Guadagnini & Schatz (1993), (33) Fit by Le Teuff et al. (2000) to data from the NIST chemical kinetics database; original source or sources unclear, (34)
Smith, Herbst & Chang (2004), (35) Baulch et al. (1992), (36) Murrell & Rodriguez (1986), (37) Warnatz (1984), (38) Frank (1986), (39) Fit by Le Teuff et al.
(2000) to data from Frank & Just (1984) and Frank, Bhaskaran & Just (1988), (40) Mitchell & Deveau (1983), (41) Fairbairn (1969), Glover (in preparation),
(42) Natarajan & Roth (1987), (43) Tsang & Hampson (1986), (44) Oldenborg et al. (1992), (45) Carty et al. (2006), Glover (in preparation) (46) Cohen &
Westberg (1979), (47) Azatyan, Aleksandrov & Troshin (1975), (48) Linder, Janev & Botero (1995), (49) Sidhu, Miller & Tennyson (1992), (50) Adams,
Smith & Millar (1984), (51) McEwan et al. (1999), (52) Viggiano et al. (1980), (53) Smith & Adams (1977a,b), (54) Fehsenfeld (1976), (55) Smith, Adams &
Miller (1978), Adams, Smith & Paulson (1980), (56) Milligan & McEwan (2000), (57) Jones, Birkinshaw & Twiddy (1981), (58) Raksit & Warneck (1980),
(59) Kim, Theard & Huntress (1974), Anicich et al. (1975), (60) Anicich, Huntress & Futrell (1976), Watson, Anicich & Huntress (1976), (61) Kim, Theard
& Huntress (1975), (62) Adams, Smith & Grief (1978), (63) Barlow (1984), (64) Smith, Spanel & Mayhew (1992), (65) Mauclaire, Derai & Marx (1978a,b);
(66) Adams & Smith (1976a,b), (67) Petuchowski et al. (1989), (68) Federer et al. (1984), (69) Peart & Hayton (1994), (70) Fit by Woodall et al. (2007) to
data from McCall et al. (2004), (71) Takagi, Kosugi & Le Dourneuf (1991), (72) Larson et al. (1998), (73) Mitchell (1990), (74) Guberman (1995), (75) Rosén
et al. (2000), (76) Jensen et al. (2000), (77) Alge, Adams & Smith (1983), (78) Rosén et al. (1998), (79) Geppert et al. (2005), (80) Gerlich & Horning (1992),
(81) Stancil & Dalgarno (1998), (82) Prasad & Huntress (1980), (83) Andreazza & Singh (1997), (84) Dalgarno, Du & You (1990), (85) Singh et al. (1999),
(86) Barinovs & van Hemert (2006), (87) Herbst (1985), (88) Field, Adams & Smith (1980), (89) Orel (1987), (90) Abel, Bryan & Norman (2002) (91) Cohen
& Westberg (1983), (92) Walkauskas & Kaufman (1975), (93) Glover (in preparation), (94) Fit by Le Teuff et al. (2000) to data from Fairbairn (1969) and
Slack (1976), (95) MacGregor & Berry (1973) and (96) Hollenbach & McKee (1979).
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28 S. C. O. Glover et al.

Table B2. List of photochemical reactions included in our chemical model.

No. Reaction Optically thin rate (s−1) γ Ref.

166 H− + γ → H + e− R166 = 7.1 × 10−7 0.5 1
167 H+

2 + γ → H + H+ R167 = 1.1 × 10−9 1.9 2
168 H2 + γ → H + H R168 = 5.6 × 10−11 See Section 2.2 3
169 H+

3 + γ → H2 + H+ R169 = 4.9 × 10−13 1.8 4
170 H+

3 + γ → H+
2 + H R170 = 4.9 × 10−13 2.3 4

171 C + γ → C+ + e− R171 = 3.1 × 10−10 3.0 5
172 C− + γ → C + e− R172 = 2.4 × 10−7 0.9 6
173 CH + γ → C + H R173 = 8.7 × 10−10 1.2 7
174 CH + γ → CH+ + e− R174 = 7.7 × 10−10 2.8 8
175 CH+ + γ → C + H+ R175 = 2.6 × 10−10 2.5 7
176 CH2 + γ → CH + H R176 = 7.1 × 10−10 1.7 7
177 CH2 + γ → CH+

2 + e− R177 = 5.9 × 10−10 2.3 6
178 CH+

2 + γ → CH+ + H R178 = 4.6 × 10−10 1.7 9
179 CH+

3 + γ → CH+
2 + H R179 = 1.0 × 10−9 1.7 6

180 CH+
3 + γ → CH+ + H2 R180 = 1.0 × 10−9 1.7 6

181 C2 + γ → C + C R181 = 1.5 × 10−10 2.1 7
182 O− + γ → O + e− R182 = 2.4 × 10−7 0.5 6
183 OH + γ → O + H R183 = 3.7 × 10−10 1.7 10
184 OH + γ → OH+ + e− R184 = 1.6 × 10−12 3.1 6
185 OH+ + γ → O + H+ R185 = 1.0 × 10−12 1.8 4
186 H2O + γ → OH + H R186 = 6.0 × 10−10 1.7 11
187 H2O + γ → H2O+ + e− R187 = 3.2 × 10−11 3.9 8
188 H2O+ + γ → H+

2 + O R188 = 5.0 × 10−11 See Section 2.2 12
189 H2O+ + γ → H+ + OH R189 = 5.0 × 10−11 See Section 2.2 12
190 H2O+ + γ → O+ + H2 R190 = 5.0 × 10−11 See Section 2.2 12
191 H2O+ + γ → OH+ + H R191 = 1.5 × 10−10 See Section 2.2 12
192 H3O+ + γ → H+ + H2O R192 = 2.5 × 10−11 See Section 2.2 12
193 H3O+ + γ → H+

2 + OH R193 = 2.5 × 10−11 See Section 2.2 12
194 H3O+ + γ → H2O+ + H R194 = 7.5 × 10−12 See Section 2.2 12
195 H3O+ + γ → OH+ + H2 R195 = 2.5 × 10−11 See Section 2.2 12
196 O2 + γ → O+

2 + e− R196 = 5.6 × 10−11 3.7 7
197 O2 + γ → O + O R197 = 7.0 × 10−10 1.8 7
198 CO + γ → C + O R198 = 2.0 × 10−10 See Section 2.5 13

Note. Rates are computed assuming the standard interstellar radiation field from Draine (1978), with
field strength G0 = 1.7 in Habing (1968) units. γ quantifies the dependence of the rate on the visual
extinction AV in optically thick gas: Rthick = Rthin exp (−γAV) (see equation 1).
References. (1) de Jong (1972), (2) Dunn (1968), (3) Draine & Bertoldi (1996), (4) van Dishoeck
(1987), (5) Verner et al. (1996), (6) Le Teuff et al. (2000), (7) Roberge et al. (1991), (8) van Dishoeck
(1988), (9) van Dishoeck (2006), (10) van Dishoeck & Dalgarno (1984), (11) Lee (1984), (12) Sternberg
& Dalgarno (1995) and (13) van Dishoeck & Black (1988).
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solving chemical 

networks



from Simon Glover (Heidelberg)

governing equations 1
• the number density ni of a chemical species i evolves according to 

• three processes are acting to change ni:  advection, diffusion and 
chemical reactions

• convenient to write the reaction term in two parts, one 
corresponding to formation (C) and the other to destruction (D)



from Simon Glover (Heidelberg)

• in astrophysical flows, we generally ignore the diffusion term, as it is 
much smaller than the advection term

• characteristic diffusion length scale is given by: number density ni of 
a chemical species i evolves according to 

• the diffusion coefficient D ∼ Lmfp vth, where Lmfp is the particle mean 
free path and vth is the thermal velocity

• in the diffuse ISM (n = 1 cm-3, T = 104 K), we find that 
Ldiff ∼ 1011 t1/2 cm

governing equations 2

Ldiff ∼ (D t)1/2



from Simon Glover (Heidelberg)

governing equations 3
• we are therefore left with a set of advection-reaction equations, one 

for each chemical species

• we generally simplify this set of equations using a technique called 
operator splitting

• instead of solving the full equations, we treat the advection and 
reaction portions separately:



from Simon Glover (Heidelberg)

operator splitting 1
• operator splitting the advection and reaction steps has a drawback: 

the introduction of a new source of truncation error

• simplest splitting strategy:
- Evolve advection eq. from t0 to t1

- Using output from advection step, evolve reaction network from 
t0 to t1

- Alternatively, we can invert the order of the steps, and solve the 
reaction substep first, followed by the advection substep

• this scheme is called “first-order splitting”. It introduces a local error 
of O(Δt). 
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operator splitting 2
• operator splitting the advection and reaction steps has a drawback: 

the introduction of a new source of truncation error

• we can do better than this with a scheme known as “Strang 
splitting”:

- evolve reaction network from t0 to t0 + Δt/2
- evolve advection step from t0 to t1

- evolve reaction network from t0 + Δt/2 to t1

• this scheme introduces a local error of O(Δt2). 
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operator splitting 3
• note that if the reaction network is stiff, then we always want to 

evolve it last in our splitting scheme.
• this is to ensure that rapidly reacting species that should be in 

chemical equilibrium are indeed in equilibrium at the end of every 
timestep.
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advection
• in general, we can use the same techniques to advect our set of 

number densities ni that we use to advect the mass density ρ  
• however, since we must conserve the total quantity of each element 

(hydrogen, helium, carbon etc.), plus the total charge, our number 
densities must also satisfy a set of Nelem + 1 constraint equations

• in Eulerian codes, the advection scheme typically does not guarantee 
that these constraint equations remain satisfied

• we can ensure that the constraint equations are satisfied at the end of 
every advection step by directly adjusting our number densities ni

• however, this strategy can be highly diffusive    
(see e.g. Plewa & Müller, 1999)

• Plewa & Müller suggest that one should instead adjust the fluxes of 
the various species to ensure local conservation
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consistent multispecies 
advection (CMA)

• Total flux of element a with mass fraction xa :

• Partial fluxes Fi do not, in general, sum to 
total flux Fa

• Hence have to rescale the fluxes by a factor: 
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reactions

• A typical chemical reaction network contains 
processes with a wide range of characteristic 
timescales

• The resulting rate equations are stiff

• This is a big problem: stiff ODEs can be solved 
explicitly only if very small timesteps are taken
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stiffness and stability

From Lee & Gear, 2007, JACM, 201, 258 

• Consider a system with a set of fast modes that rapidly 
reach equilibrium, and a set of slow modes that control 
the subsequent evolution 

• Away from the equilibrium manifold, we get rapid 
evolution and explicit codes must take small timesteps

• BUT: errors (truncation & roundoff), and advection effects 
will always displace us from the equilibrium manifold
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stiffness and stability 
• We can avoid numerical instability by using an 

implicit technique
• One of the simplest possible implicit 

solvers is the 1st order backwards 
differencing formula (BDF):
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1st order BDF: pros and cons

• Pros:
- Simple
- Fast
- Solutions are certain to remain ≥ 0

• Cons:
- Inaccurate
- No error control
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other solvers

• Higher order BDF (e.g. LSODE, VODE)

• Implicit Runge-Kutta (e.g. SDIRK)

• Rosenbrock (e.g. RODAS)

• For a good overview of different techniques, see 
Sandu et al. (1997a,b)
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performance

• Implicit solvers typically require some form of 
Newton iteration

• Solution of a set of Nsp coupled equations requires 
the inversion of a Nsp × Nsp matrix

• Computational cost scales as Nsp3

• Values Nsp of = 50 - 400 are not uncommon in 
astrochemistry
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improving performance: 
exploiting sparseness

• Typically, any given reactant will react with only a 
small subset of the total number of species

• Hence our Nsp × Nsp matrix is sparse
• We can get an easy speedup by using a solver 

tailored for sparse systems
• Typical speedups of a factor of a few
• See Timmes 1999, Nejad 2005 for examples
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improving performance:
dimension reduction

• If our cost is scaling as Nsp3, then we can run faster 
if we can reduce Nsp

• An easy way to do this is by reducing the size of 
our chemical network

• Analysis of our chemical network can identify 
reactions and/or reactants that are unimportant and 
that can safely be omitted

• To perform this analysis, we need to understand the 
region of n-T-AV-space in which our models will 
evolve
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summary

• Three main issues to be aware of:  advection, 
reaction and splitting

• For all but the smallest chemical networks, the 
reaction substep is the computational bottleneck

• A number of different techniques exist for speeding 
up the reaction step (such as the quasi-steady state 
approximation)

• Many of these techniques have yet to be applied to 
astrophysical flows - there’s lots of scope for further 
work
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