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stellar mass fuction
stars seem to follow a universal 
mass function at birth --> IMF

(Kroupa 2002) Orion, NGC 3603, 30 Doradus 
(Zinnecker & Yorke 2007)
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(Kroupa 2002)

power-law approximation to the 
IMF (Kroupa, Tout, Gillmore 1993, 
Kroupa 2002) 

IMF: observations 1



nu
m

er
ic

al
 in

te
rm

ez
zo

 2
   

   
   

   
   

   
                    

(Kroupa 2002)

(Chabrier 2003)

IMF: observations 2



IMF: observations 3

(Kroupa 2002)

but notice possible 
influence of dynamical 
evolution in star cluster on 
tranformation from present-
day mass function (PDMF) 
to IMF. 



IMF: observations 4
notice alternative functional forms for the IMF 

- log-normal form (Miller & Scalo 1979):

with

- combined log-normal & power-law (Chabrier 2003):



IMF: observations 5

system vs. single-star IMF
comparison at low-mass end

(Chabrier 2003)



BUT: maybe variations 
with galaxy type 
(bottom heavy in the 
centers of large ellipticals)

4 M. Cappellari et al.

Figure 1. The Virial Plane and it projections. The top two panels show the two main projections of the VP in the (MJAM,σe) and (MJAM, Rmax
e ) coordinates.

Overlaid are lines of constant σe = 50, 100, 200, 300, 400, 500 km s−1 (dashed blue), constant Rmax
e = 0.1, 1, 10, 100 kpc (dot-dashed red) and constant

Σe = 108, 109, 1010, 1011 M" kpc−2 (dotted black) predicted by the virial relation. The observed (MJAM, σe, Rmax
e ) points follow the relation so closely

that the coordinates provide a unique mapping on these diagram and one can reliably infer all characteristics of the galaxies from any individual projection. In
each panel the galaxies are coloured according to the (LOESS smoothed) log(M/L)JAM, as shown in the colour bar at the bottom. Moreover in all panels the
thick red line shows the ZOE relation given by equation (3), again projected according to the virial relationMJAM = 5.0 × σ2

eR
max
e /G. While the top two

panels contain different observable quantities, the bottom two panels merely apply a coordinate transformation to the quantities in the top two panels, to show
the effective phase space density feff ≡ 1/(σRe

2) and effective mass surface density Σe ≡ MJAM/(2πRe
2). Two galaxies stand out for being significantly

above the ZOE in the (MJAM,σe) and (MJAM,Σe) projections. The top one is NGC 5845 and the bottom one is NGC 4342.

3 PROJECTIONS OF THE VIRIAL PLANE

3.1 TotalM/L variations

We have shown in Paper XIX that the existence of the FP is almost
entirely due, with good accuracy, to a virial equilibrium condition
combined with a smooth variation in M/L. Once this is clarified,
the edge-on projection of the Virial Plane becomes uninteresting
from the point of view of the study of galaxy formation, as it merely
states an equilibrium condition satisfied by galaxies and it does not
encode any memory of the formation process itself. This is in agree-
ment with previous findings with simulations (Nipoti et al. 2003;
Boylan-Kolchin et al. 2006). All information provided by scaling
relations on galaxy formation is now encoded in the non edge-on
projections of the Virial Plane, and first of all in the distribution
ofM/L on that plane. In Paper XIX we also confirmed thatM/L
correlates remarkably tightly with σe (Cappellari et al. 2006). This
is especially true (i) for slow rotators, (ii) for galaxies in clusters
and (iii) at the high-end of the σe range. Here we look at the entire

Virial Plane and try to clarify the reason for these and other galaxy
correlations.

In a classic paper Bender et al. (1992) studied the distribution
of hot stellar systems in a three-dimensional space, they called κ
space, defined in such a way that one of the axes was empirically de-
fined to lie nearly orthogonal to the plane. This made it easy to look
at both the edge-on and face-on versions of the plane. In this paper,
thanks to the availability of state-of-the-art integral-field kinemat-
ics and the construction of detailed dynamical models, we can use
mass as one of the three variables (MJAM,σe, Re). We have shown
that in these variables the plane is extremely thin and follows the
scalar virial equationMJAM = 5.0 × σ2

eR
max
e /G within our tight

errors. This implies that any projection of the plane contains the
same amount of information, except for a change of coordinates.
Instead of looking at the plane precisely face-on, we decided to con-
struct special projections that correspond to physically-meaningful
and easy-to-interpret quantities.

c© 2012 RAS, MNRAS 000, 1–25

(Cappellari et al. 2012, Nature, 484, 485, Cappellari et al. 2012ab, MNRAS, submitted, 
also van Dokkum & Conroy 2010, Nature, 468, 940,  Wegner et al. 2012, AJ, 144, 78, and others)

from JAM (Jeans anisotropic multi 
Gaussian expansion) modeling

inferred excess of low-mass stars 
compared to Kroupa IMF

   

IMF: observations 6



IMF: theoretical approach

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



IMF: theoretical approach

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores ???
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



image from Alyssa Goodman: COMPLETE survey



Schmidt et al. (2009, A&A, 494, 127)



Klessen (2001, ApJ, 556, 837) 



Federrath & Klessen (2012,  ApJ, 761, 156)

compressive driving solenoidal driving

- evolves faster 
  (collapse sets in quickly)
- forms more ‘sink’ particles
- ‘clustered’ star formation 

- evolves more slowly
  (collapse needs time) 
- forms fewer ‘sink’ particles
- ‘distributed’ star formation



Federrath & Klessen (2012,  ApJ, 761, 156)

with B field (no lines shown) with B field (with field lines)
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• as collapse sets in the 
densities grow exponentially 
on smaller and smaller scales

• Courant Friedrichs Lewy 
criterion → timesteps get 
smaller → code grainds to a 
halt
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(image from Clark et al. 2007)
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• as collapse sets in the 
densities grow exponentially 
on smaller and smaller scales

• Courant Friedrichs Lewy 
criterion → timesteps get 
smaller → code grainds to a 
halt

• solution: introduce sink 
particles that replace 
collapsing protostellar cores

(image from Clark et al. 2007)
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• as collapse sets in the 
densities grow exponentially 
on smaller and smaller scales

• Courant Friedrichs Lewy 
criterion → timesteps get 
smaller → code grainds to a 
halt

• solution: introduce sink 
particles that replace 
collapsing protostellar cores

• but: how to place them

(image from Clark et al. 2007)
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threshold for sink formation

threshold for sink formation

sink particle 
defines 
accretion region

No. 1, 2010 MODELING COLLAPSE AND ACCRETION IN TURBULENT GAS CLOUDS 271

(R. Wünsch 2009, private communication), which is currently
being modified to run on graphics processing units. Our sink par-
ticle implementation is compatible with existing FLASH mod-
ules, i.e., it can be used with the different hydrodynamical and
MHD schemes, including the ambipolar diffusion module, and
with either the multigrid or the tree gravity solver. FLASH
has been extensively tested against laboratory experiments
(Calder et al. 2002) and other codes (Dimonte et al. 2004;
Heitmann et al. 2005; Agertz et al. 2007; Tasker et al. 2008;
Kitsionas et al. 2009).

For the implementation of the new sink particle module,
we made use of the N-body capabilities of FLASH. Once
created, sink particles are free to move within the Cartesian
computational domain, independent of the underlying grid, i.e.,
they move in the Lagrangian frame of reference, while the grid
points are fixed in space (Eulerian frame of reference). The
outer boundary conditions, i.e., outflow, reflecting, or periodic
also apply to the sink particles in the simulation box.

2.2. Sink Particle Creation

Prior to sink particle creation, it is necessary to perform a
number of tests, since we want to avoid creating spurious sink
particles in regions that are not undergoing free-fall collapse.
The basic idea is to first check each computational cell for
whether it exceeds a given density threshold ρres. If this is the
case, a roughly spherical region with a given radius racc centered
on that cell is temporarily created from the gas. This radius is
usually the same as the accretion radius of the sink particle, so
we will also call it racc in the following (see Section 2.3 for the
implementation of accretion). We denote the region surrounding
the cell with ρ > ρres the control volume V. It is defined such that
it covers all computational cells with integer indexes (i, j, k),
such that

V =
∑

ijk

∆V (i, j, k) (3)

for all (i∆x)2 + (j∆y)2 + (k∆z)2 ! r2
acc. The central cell of

each temporary control volume is at (i, j, k) = (0, 0, 0), and
∆V (i, j, k) = ∆x∆y∆z is the computational cell volume at
spatial position (i, j, k). It is then checked whether the gas in
the control volume V

1. is on the highest level of refinement,
2. is converging,
3. has a central gravitational potential minimum,
4. is Jeans-unstable,
5. is bound, and
6. is not within racc of an existing sink particle.

These checks are similar to the checks introduced in Bate et al.
(1995) prior to sink particle formation in SPH. Only after these
conditions are fulfilled altogether, a sink particle is formed from
the gas within the control volume and placed in the center of
mass of the gas from which the particle forms. Each of the
criteria for sink particle creation is discussed at more detail in
the following. The order in which these checks are performed
does not matter, however, during code development and tests
it became clear that it is useful to do the least computationally
expensive checks first to make a preselection of cells prior to
the more expensive checks.

2.2.1. Density Threshold

We introduced sink particles in the FLASH code to follow
collapse calculations for many dynamical times without violat-
ing the Truelove criterion for the gas density (Truelove et al.

1997). The Truelove criterion states that in order to avoid spu-
rious fragmentation in numerical collapse calculations in grid
codes, the Jeans length (Equation (2)) must be resolved with
at least four grid cells, λJ/∆x " 4 (Truelove et al. 1997). For
MHD calculations, Heitsch et al. (2001) find that more than four
cells are required. It should be emphasized that the resolution
criteria by Truelove et al. (1997) and Heitsch et al. (2001) are
only meaningful in regions that are undergoing self-gravitational
collapse (further discussed in Section 2.2.8). Usually, AMR is
used to guarantee that the resolution is always sufficient to sat-
isfy these criteria. However, for collapse calculations involving
multiple collapsing regions the pure AMR approach only works
for the first object going into collapse. This is because free-fall
collapse is a runaway process in which the first gravitationally
bound overdensity collapses the fastest. Due to the Courant con-
dition (see Section 2.5), this leads to smaller and smaller time
steps, which stalls the evolution of the entire simulation. In-
troducing sink particles in regions that are going into free-fall
collapse on the highest level of refinement provides a way for
cutting-off this runaway process in a controlled fashion. How-
ever, as discussed in Section 1, it is insufficient to form sink
particles solely based on a density threshold in supersonically
turbulent gas. Additional checks are necessary.

2.2.2. Refinement Check

The Jeans refinement criterion discussed in the previous
subsection is also used to resolve the Jeans length of the gas up to
the highest level of the AMR grid hierarchy. Only when the Jeans
refinement reaches the highest AMR level, sink particles are
allowed to form. Since the accretion radius racc of a sink particle
is coupled to the grid resolution criterion (see Section 4.2.1),
sink particles should always be located on the highest level
of the AMR hierarchy. This is taken care of by an additional
refinement criterion for sink particles, which guarantees that
any grid cell located inside the accretion radius of any existing
sink particle will always be adaptively refined up to the highest
AMR level.

2.2.3. Converging Flow Check

In order to guarantee that the gas supposed to form a sink
particle is in free-fall collapse, we introduced a check for
convergence of the flow toward the center of the control volume,
∇ · v < 0. Unlike Krumholz et al. (2004) we implemented
this criterion such that not just the total divergence toward the
central cell must be negative, but also that the flows along each
of the principal axes must be directed toward the center. The
converging flow check alone is insufficient, because ∇ · v < 0
can also be fulfilled by a localized collision of multiple shocks
that do not necessarily produce a gravitationally bound structure.
Thus, here we use the converging flow check primarily as
a preselection of cells that are considered for sink particle
formation, before other, more computationally expensive checks
are performed below. Only the combination of the converging
flow check with the gravitational potential minimum, bound
state and Jeans-instability checks actually guarantees that the
gas is in free-fall collapse.

2.2.4. Gravitational Potential Minimum Check

We guarantee that sink particles can only be created if the
central cell of the control volume V defined in Equation (3) is
the minimum of the local gravitational potential φ inside the
control volume. The central cell (i, j, k) = (0, 0, 0) must fulfill

Check whether gas in control volume is

If yes, then form new sink. 
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threshold for sink formation

threshold for sink formation

sink particle 
defines 
accretion region

3. The Wind Model 3.1. Notation

3.1. Notation

Symbol Meaning
r Absolute distance to the center of coordinates of the cell
d Relative distance of the cell to the sink particle
R Absolute distance of the sink particle to the center of cordinates

r
acc

, r
A

Accretion radius
r

wind

, r
w

Wind radius
R

A

Center of mass of accreted gas
R

w

Center of mass of outflow region
M Mass of sink particle before accretion

M ′ Mass of sink particle after accretion
M ′′ Mass of sink particle after outflow launching
M

A

Accreted mass
M

w

Mass of the outflowing wind
m

i

Mass of the cell i
P

A

Momentum of the accreted gas
P

w

Momentum of the ouflowing gas
p

i

Momentum of the cell
L

A

Angular momentum of the accreted gas
L

w

Angular momentum of the ouflowing gas
L

i

Angular momentum of the cell i
S Intrinsic angular momentum (spin) of the sink
J Total angular momentum

Similar to M, M ′, M ′′ meaning the mass of the sink particle before accretion, after ac-
cretion, and after outflow launching, we use this notation for all other variables.

3.2. The Accretion in Sink Particles

Our model is strictly bound to the sink particle implementation by [Federrath et al. 2010].
If definite conditions of the gas in its accretion region A are met, the particle accretes
those up to a specific threshold.
At first, the properties of all gas cells i that are doomed to be accreted are collected:

mass M
A

=�
i

m
i

center of mass M
A

R
A

=�
i

m
i

r
i

momentum P
A

=�
i

m
i

v
i

angular momentum L
A

=�
i

r
i

×m
i

v
i

16

Add up the following quantities:
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Mass growth of sink particles with accretion:

• particle based schemes (SPH, Arepo):  remove particles or cells within the 
accretion volume

• Eulerian grid codes: remove access gas above the threshold within the accretion 
volume (but keep the cells)
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Resolution requirements

• 4 cells across (Truelove 1997): pure hydro
• 8 cells across (Heitsch et al. 2001): MHD
• 32 cells across (Federrath et al. 2012): turbulence
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Resolution requirements

• 4 cells across (Truelove 1997): pure hydro
• 8 cells across (Heitsch et al. 2001): MHD
• 32 cells across (Federrath et al. 2012): turbulence

threshold for sink formation
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Mass growth of sink particles with accretion:

• particle based schemes (SPH, Arepo):  remove particles or cells within the 
accretion volume

• Eulerian grid codes: remove access gas above the threshold within the accretion 
volume (but keep the cells)

Mass growth by sink particle merging:

• span many new sink particles at each timestep if density is above threshold
• then merge all sinks in connected regions together
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Resolution requirements

• 4 cells across (Truelove 1997): pure hydro
• 8 cells across (Heitsch et al. 2001): MHD
• 32 cells across (Federrath et al. 2012): turbulence
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length scale 

de
ns

ity

 sink particle diameter
 sink separation at formation
 sink density threshold 
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 sink particle diameter
 sink separation at formation
 sink density threshold 
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 sink particle diameter
 sink separation at formation
 sink density threshold 
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 sink separation at formation
 sink density threshold 
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length scale 

de
ns

ity

length scale 
de

ns
ity

high-resolution runs vs. low-
resolution calculations
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 how to decide on size?
 which criteria for sink formation?
 which criteria for accretion?
 how to do the sub-cycling?

 SUB-GRID scale model!!!
 internal degrees of freedom (tides)
 stellar evolution (stellar radii, luminosity)
 binarity
 radiation
 outflows
 stellar populations (star cluster sinks)
 magnetic fields
 disk evolution 
 and MANY more

Questions to address:
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TreeCol 

IDEA
• (gravitational) tree-walk
• calculated column densities 
• accumulate on HEALPIX 

sphere

a)

b) c)

θa

θc

θb

(Clark, Glover, Klessen, 2012, MNRAS,  420,  745)
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TreeCol 

IDEA
• (gravitational) tree-walk
• calculated column densities 
• accumulate on HEALPIX 

sphere

PERFORMANCE
• adds little computational 

overhead to gravitational 
tree-walk
• but: can add considerable 

memory overhead

Estimating column densities in astrophysical simulations 3

Figure 2. Schematic diagram illustrating the TreeCol concept.
During the tree walk to obtain the gravitational forces, the pro-
jected column densities of the tree nodes (the boxes shown on the
right) are mapped onto a spherical grid surrounding the particle
for which the forces are being computed (the “target” particle,
shown on the left). The tree already stores all of the information
necessary to compute the column density of each node, the posi-
tion of the node in the plane of the sky of the target particle, and
the angular extent of the node. This information is used to com-
pute the column density map at the same time that the tree is
being walked to calculate the gravitational forces. Provided that
the tree is already employed for the gravity calculation, the in-
formation required to create the 4⇡ steradian map of the column
densities can be obtained for minimal computational cost.

constructing this map at the same time as the tree is be-
ing “walked” to determine the gravitational forces, we can
minimize the amount of additional communication necessary
between CPUs holding di↵erent portions of the tree. Since
the structure of the tree, and how it is walked, will be im-
portant for our discussion, we will first give a brief overview
of how a tree-based gravity solver works. For the purpose of
this discussion, we consider a solver based on an oct-tree, as
used in e.g. the Gadget SPH code (Springel 2005), although
we note that solvers based on other tree structures, such as
binary trees, do exist (e.g. the binary tree employed by Benz
1988, which later found its way into other high profile stud-
ies, such as Bonnell et al. 1998 and Bate et al. 2003). Also,
although we discuss the implementation in an SPH code, we
stress that this is only for convenience. The ideas discussed
in this paper are equally applicable to grid-based fluid codes
that employ a gravitational tree.

A tree-based solver starts by constructing a tree, split-
ting the computational volume up into a series of nested
boxes, or ‘nodes’. The ‘root’ node is the largest in the hi-
erarchy and contains all of the computational points in the
simulation. This large ‘parent’ node is then split up into
eight smaller ‘daughter’ nodes as shown in Figure 1. The
daughter nodes are further refined (becoming parents them-
selves) until each tree node contains only one particle (illus-
trated in Figure 1 by the blue dots). These smallest nodes
at the very bottom of the hierarchy are typically termed
‘leaves’. At each point in the hierarchy, the tree stores the
information about the contents of the parent node (includ-
ing its position, mass and size) that will be needed during
the gravitational force calculation. Once the construction of
the tree is complete, each particle is located in a leaf node
situated at the bottom of a nested hierarchy of other nodes.

Once the tree is built, it can then be “walked” to get

the gravitational forces. The idea behind the speed-up of-
fered by the tree gravity solver over direct summation is
simple: any region of structured mass that is far away can
be well approximated as a single, unstructured object, since
the distances to each point in the structure are essentially
the same. Strictly, this is only true if the angular size of the
structure is small, and so tree-codes tend to adopt an angle,
rather than a distance, for testing whether or not structures
can be approximated. This angle is often referred to as the
“opening angle” of the tree, and we will denote it hereafter
as ✓tol.

To walk the tree to obtain the gravitational force on
a given particle, the algorithm starts at the root node and
opens it up, testing whether the daughter nodes subtend
an angle of less than ✓tol. If the angle is smaller than ✓tol,
the properties of the daughter nodes (mass, position, cen-
tre of mass) are used to calculate their contribution to the
force. As such, any substructure within the daughter nodes
is ignored, and the mass inside in the nodes is assumed to be
uniformly distributed within their boundaries. If one or more
of these nodes subtends an angle larger than ✓tol, the nodes
are opened and the process is repeated on their daughter
nodes, and so on, until nodes are found that appear smaller
than ✓tol. To increase the accuracy of the force calculation,
the nodes often store multipole moments that account for
the fact that the node is not a point mass, but rather a
distributed object that subtends some finite angle (e.g. see
Binney & Tremaine 1987). These moments are calculated
during the tree construction, for all levels of the node hier-
archy except the leaves, since these are either well approxi-
mated as point masses – as is the case for a stellar N -body
calculation – or are SPH particles, which have their own
prescription for how they are distributed in space (Bate et
al. 1995).

The above method is sketched in Figure 1, which shows
the tree structure in black, and the nodes, marked in red,
that would be used to evaluate the gravitational force on
the large blue particle with the orange highlight. In the
cases where the nodes are leaves (containing only a single
particle), the position of the particle itself is used. As the
total number of force calculations can be substantially de-
creased in comparison to the number required when using
direct summation, tree-based gravity solvers o↵er a consider-
able speed-up at the cost of a small diminution in accuracy.
Barnes & Hut (1989) showed that for a distribution of N

self-gravitating particles, the computational cost of a tree-
based solver scales as N log N , compared to the N

2 scaling
associated with direct summation. They also showed that
the multipole moments allowed quite large opening angles,
with ✓tol values as large as 0.5 radians resulting in errors of
less than a percent.

2.2 Basic idea behind TreeCol

The TreeCol method makes use of the fact that each node
in the tree stores the necessary properties for constructing
a column density map. The mass and size of the node can
be used to calculate the column density of the node, and
its position and apparent angular size allow us to determine
the region on the sky that is covered by the node. Note also
that column density, just like the total gravitational force, is
a simple sum over the contributing material, meaning that
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Figure 3. Schematic showing the overlap between a pixel on the
SPH particle’s HEALPix sphere, and the tree node. The angular
size of the pixels and nodes are denoted by 2rp and 2rn, respec-
tively, and the distances between their centres are given by the
orthogonal angles R

✓

and R

�

. The angular size of the overlapping
region in the ✓ and � directions is given by d✓ and d�, respec-
tively. The diagram shows the case when the angle subtended by
the tree node is greater than that of the pixels, and the two pos-
sible situations that can arise: a) the pixel and tree node only
partially overlap, and b) the pixel is entirely covered by the tree
node. In the former case, we work out the mass in the overlapping
area, and convert it to a column density contribution by smearing
it over the pixel’s area. In the latter case, the pixel just obtains
the full column density of the node. In the case where the angle
subtended by the pixels is greater than the tree node (not shown
here), then the tree node can also become totally covered by the
pixel. In this case, the full mass of the node is smeared out over
the pixel’s area to define the column density contribution. Full
details of how the mapping is done in this implementation are
given in Section 2.3.

it is independent of the order in which the contributions
are gathered. Just as the tree allows us to construct a force
for each particle, we can also sum up the column density
contributions of the nodes to create a 4⇡ steradian map of
the column density during the tree-walk.

A schematic diagram of how this works is shown in Fig-
ure 2. The target particle – the one currently walking the
tree, and for which the map is being created – is shown as
the large dark blue particle on the left. Around it we show
the spherical grid onto which the column densities are to
be mapped. We see that the tree nodes, shown on the right,
subtend some angle ✓ (which is less than some adopted ✓tol),
and cover di↵erent pixels on the spherical grid. During the
tree walk, the TreeCol method simply maps the projection
of the nodes onto the pixels for the particle being walked.

2.3 A simple implementation of TreeCol

The details of exactly how the nodes are mapped onto the
grid depends on how accurate one needs the column den-
sity information to be. However, it should be noted that the
tree structure is only an approximate representation of the
underlying gas structure: it distributes the mass in a some-
what larger volume than is actually the case, and as a result,
sharp edges tend to be displaced to the boundary of node.
As such, column densities from the tree will always be ap-
proximate, and so a highly accurate mapping of the node
column density projections is computationally wasteful. In
what follows, we will describe a simple implementation of

x’

y’

z’

R!

R
"

d!

d"
rp

rn

pixel

Tree node

Figure 4. Illustration showing how the nodes and pixels are as-
sumed to interact in our implementation of the TreeCol algorithm.
For each tree node, a new co-ordinate system is created, in which
the node’s position vector - as seen by the particle walking the
tree – forms a new axis x

0. This then defines a new co-ordinate
system, into which the particle’s pixel map is transformed. The
angular distance between the node’s centre and the pixels in the
map, can then be described by two orthogonal angles, R

✓

and R

�

,
which allows us to define an overlap area d� d✓, where d� and d✓

are the overlapping lengths in the new longitudinal and azimuthal
directions respectively. Note that nodes and pixels have an area
(2rn)2 and (2rp)2 respectively. Full details are given in Section
2.3.

TreeCol that is both reasonably accurate while at the same
time requiring minimal computational cost.

Our mapping of the tree nodes to the pixels makes a
number of assumptions regarding the shape and projection
of the nodes and the pixels. These are:

• The tree nodes are always seen as squares in the sky
from the point of view of the particle that is walking the
tree, regardless of their actual orientation.
• The nodes are assumed to overlap the pixels in a man-

ner such that we can define the overlapping region based on
simple orthogonal co-ordinates in the plane of the sky.
• We use the HEALPix1 algorithm (Górski et al. 2005) to

compute pixels that are equidistant on the sphere’s surface
and that subtend equal angular areas. To this end we use
the pix2vec ring subroutine to calculate the normal vectors
that describe the centres of the pixels.

We show a schematic diagram of the way the nodes are
assumed to overlap in Figure 3. The tree nodes are taken
to be squares with side length 2rn and likewise, the pixels
onto which the column densities mapped are assumed to
be squares with side length 2rp. As shown in the diagram,

1 http://healpix.jpl.nasa.gov/
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TreeCol that is both reasonably accurate while at the same
time requiring minimal computational cost.

Our mapping of the tree nodes to the pixels makes a
number of assumptions regarding the shape and projection
of the nodes and the pixels. These are:

• The tree nodes are always seen as squares in the sky
from the point of view of the particle that is walking the
tree, regardless of their actual orientation.
• The nodes are assumed to overlap the pixels in a man-

ner such that we can define the overlapping region based on
simple orthogonal co-ordinates in the plane of the sky.
• We use the HEALPix1 algorithm (Górski et al. 2005) to

compute pixels that are equidistant on the sphere’s surface
and that subtend equal angular areas. To this end we use
the pix2vec ring subroutine to calculate the normal vectors
that describe the centres of the pixels.

We show a schematic diagram of the way the nodes are
assumed to overlap in Figure 3. The tree nodes are taken
to be squares with side length 2rn and likewise, the pixels
onto which the column densities mapped are assumed to
be squares with side length 2rp. As shown in the diagram,

1 http://healpix.jpl.nasa.gov/
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• example: protostellar core, 
comparison with RADMC
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Table 1. A summary of the mean column densities (⌃̄) in the
cloud models presented in Sections 3.1 and 3.2, for both the
true map (the first line) and each of the TreeCol maps. For the
TreeCol results we give the number of pixels used in the col-
umn density map (Npix), the opening angle of the tree (✓tol), and
the percentage error compared to the true map from the SPH
particles. Note that due to the way the pixel-averaged maps are
obtained (see Section 3), their average column density is identical
to that in the full SPH map, and so we do not include it here.

Model Npix ✓tol ⌃̄ Error
[g cm�2] [%]

Spherical cloud 3.060 ⇥10�3

48 0.3 3.234 ⇥10�3 5.7
48 0.5 3.274 ⇥10�3 7.0
192 0.3 3.205 ⇥10�3 4.7
192 0.5 3.239 ⇥10�3 5.8
768 0.3 3.192 ⇥10�3 4.3
768 0.5 3.226 ⇥10�3 5.4

Turbulent cloud 1.151 ⇥10�2

48 0.3 1.126 ⇥10�2 2.2
192 0.3 1.125 ⇥10�2 2.3
768 0.3 1.133 ⇥10�2 1.6

to perform. It is already obvious from the pixel-averaged
maps that even at the 768 pixel level, many of the very dense
features are going to be missing from the map. Nevertheless,
the mean column densities in the coarse, pixellated maps
are all within 0.1 percent of the mean column in the full
SPH map, and so they are still a good representation of the
column density distribution in the cloud, even if they are
unable to resolve the small-scale detail.

The images in Figure 9 show results from TreeCol for
this cloud, including the TreeCol column density maps and
their associated relative errors. Given the amount of struc-
ture in the cloud, we construct the maps in this figure while
keeping the tree-opening angle fixed at 0.3. Overall we see
that the algorithm behaves well, and the features present in
the pixel-averaged maps are recovered, even at our highest
mapping-resolution of 768 pixels. For the 2 lower-resolution
maps (48, and 192 pixels), the errors in the maps are mainly
small, and TreeCol typically recovers the column densities
to around 5 percent. However, we see that the errors in the
768 pixel map are again quite high, and for the same reasons
as we seen in the previous test, namely that the pixellation
of the map is too high for the adopted tree-opening angle,
and so the structure of the tree is beginning to show in the
map.

Although the cloud studied here is more complicated
than that studied in Section 3.1, the errors in the mean col-
umn density (given in Table 1) are actually lower than they
are in the spherical cloud, and range from 1.6 to 2.3 per-
cent. Unfortunately, the extra small-scale structure means
that the way in which the error relates to the number of
pixels is not as consistent here as it was for the previous
cloud set-up. As one moves to higher number of pixels, the
small-scale, high-column features start to become resolved,
but then there are three main limitations with the method
that start to introduce noise: first, the node’s orientation is
ignored in TreeCol and redefined in a way that is convenient

Figure 10. The dust temperature profiles for two uniform den-
sity clouds (10�19g cm�3) of mass 1 and 10 M�, heated by the
Black (1994) interstellar radiation field. Orange points show the
output from the RADMC-3D Monte Carlo radiative transfer code
– run with 803 grid cells and 2 ⇥ 107 photon packets – and the
blue points denote the output from an SPH simulation that uses
the column density information recovered by TreeCol in conjunc-
tion with the method for calculating dust temperatures given in
Goldsmith (2001). In the SPH simulation we use 261932 particles
and a tree-opening angle of 0.5. The dust opacities are a combina-
tion of Ossenkopf & Henning (1994) (non-coagulated and thick ice
mantle grains) for wavelengths longer than 1µm, and those given
in Mathis, Mezger & Panagia (1983) for shorter wavelengths. For
these clouds, the TreeCol results reproduce the temperature pro-
files well, sitting within the 1K scatter of the profile from the
Monte Carlo code.

for the theta/phi coord-scheme; second, the boundaries of
the node may not reflect accurately the true boundaries of
the object contained (e.g. a spherical blob can be contained
inside a cubic node); and finally, sub-structure inside the
node is lost. These three limitations of TreeCol all combine
to produce the same e↵ect: mass that should be in a given
pixel, let’s call it pixel ‘a’, can end up in a neighbouring pixel
‘b’. So although the mass isn’t lost, it can be displaced. This
causes both pixels to have an error, and is why the maps in
Figure 9 can be noisy when the pixel resolution is increased.
However, because Equation 11 is based around the idea of
mass conservation (albeit in an idealized manner) the mass
isn’t entirely lost, and so the error in the mean column re-
mains low.

4 TREECOL APPLICATION: DUST HEATING
BY THE INTERSTELLAR RADIATION
FIELD

Although we have seen that TreeCol can typically deliver
a fairly accurate column density map of the sky, there are
situations in which the errors in the map can be as much
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IMF: theoretical approach

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores ???
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



there are different quantitative IMF based on turbulence

Padoan & Nordlund (2002, 2007)
Hennebelle & Chabrier (2008, 2009)
Hopkins (2012)
all relate the mass spectrum to statistical characteristics of the 
turbulent velocity fields 

different statistical approaches
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ABSTRACT
Hennebelle & Chabrier attempted to derive the stellar initial mass function (IMF) as a con-
sequence of lognormal density fluctuations in a turbulent medium, using an argument similar
to Press & Schechter for Gaussian random fields. Like that example, however, the solution
there does not resolve the ‘cloud-in-cloud’ problem; it also does not extend to the large scales
that dominate the velocity and density fluctuations. In principle, these can change the results
at the order-of-magnitude level or more. In this paper, we use the results from Hopkins to
generalize the excursion set formalism and derive the exact solution in this regime. We argue
that the stellar IMF and core mass function (CMF) should be associated with the last-crossing
distribution, i.e. the mass spectrum of bound objects defined on the smallest scale on which
they are self-gravitating. This differs from the first-crossing distribution (mass function on
the largest self-gravitating scale) which is defined in cosmological applications and which,
Hopkins shows, corresponds to the giant molecular cloud (GMC) mass function in discs. We
derive an analytic equation for the last-crossing distribution that can be applied for an arbitrary
collapse threshold shape in interstellar medium and cosmological studies. With this, we show
that the same model that predicts the GMC mass function and large-scale structure of galaxy
discs also predicts the CMF – and by extrapolation stellar IMF – in good agreement with
observations. The only adjustable parameter in the model is the turbulent velocity power spec-
trum, which in the range p ≈ 5/3−2 gives similar results. We also use this to formally justify
why the approximate solution in Hennebelle & Chabrier is reasonable (up to a normalization
constant) over the mass range of the CMF/IMF; however, there are significant corrections
at intermediate and high masses. We discuss how the exact solutions here can be used to
predict additional quantities such as the clustering of stars, and embedded into time-dependent
models that follow density fluctuations, fragmentation, mergers and successive generations of
star formation.

Key words: galaxies: active – galaxies: evolution – galaxies: formation – galaxies: star
formation – cosmology: theory.

1 IN T RO D U C T I O N

The origin of the stellar initial mass function (IMF) is a question
of fundamental importance for the study of star formation, stellar
evolution and feedback, and galaxy formation. It is an input into a
huge range of models of all of these phenomena, and a necessary
assumption when deriving physical parameters from many obser-
vations. However, despite decades of theoretical study, it remains
poorly understood. A critical first step – although by no means a
complete description of the origin of the IMF – is understanding
the origin and form of the mass function (MF) of protostellar cores

!E-mail: phopkins@astro.berkeley.edu

[the core mass function (CMF)], specifically that of self-gravitating,
collapsing cores that will ultimately form stars.

Recently, Hennebelle & Chabrier (2008, hereafter HC08) pre-
sented a compelling argument for the physical origin of the
IMF shape, as a consequence of the CMF resulting from log-
normal density fluctuations in a turbulent medium. It is increas-
ingly clear that the density structure of the interstellar medium
(ISM) is dominated by supersonic turbulence over a wide range
of scales (e.g. Elmegreen & Scalo 2004; Mac Low & Klessen
2004; Scalo & Elmegreen 2004; McKee & Ostriker 2007), and
a fairly generic consequence of this is that the density distribution
converges towards a lognormal probability distribution function
(PDF), with a dispersion that scales weakly with Mach number
(e.g. Vazquez-Semadeni 1994; Padoan, Nordlund & Jones 1997;
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there are different quantitative IMF based on turbulence

Padoan & Nordlund (2002, 2007)
Hennebelle & Chabrier (2008, 2009)
Hopkins (2012)
all relate the mass spectrum to statistical characteristics of the 
turbulent velocity fields

there are alternative approaches

IMF as closest packing problem / sampling problem in fractal 
clouds (Larson 1992, 1995, Elmegreen 1997ab, 2000ab, 2002)

IMF as purely statistical problem
(Larson 1973, Zinnecker 1984, 1990, Adams & Fatuzzo 1996)

IMF from (proto)stellar feedback (Silk 1995, Adams & Fatuzzo 
1996)

IMF from competitive coagulation (Murray & Lin 1995, Bonnell et 
al. 2001ab, etc.)

different statistical approaches



combine scale free process  POWER LAW BEHAVIOR
- turbulence (Padoan & Nordlund 2002, Hennebelle & Chabrier   2008)
- gravity in dense clusters (Bonnell & Bate 2006, Klessen 2001)
- universality: dust-induced EOS kink insensitive to radiation 
  field (Elmegreen et al. 2008)

with highly stochastic processes  central limit theorem
 GAUSSIAN DISTRIBUTION
- basically mean thermal Jeans length (or feedback)
- universality: insensitive to metallicity (Clark et al. 2009, submitted) 

caveat: everybody gets the IMF!

+ =



caveat: everybody gets the IMF!

+ =

“everyone” gets the right IMF 
 better look for secondary indicators

stellar multiplicity 
protostellar spin (including disk)
spatial distribution + kinematics in young clusters
magnetic field strength and orientation 



distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive mass growth and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)

IMF



example: model of Orion cloud
„model“ of Orion cloud:
15.000.000 SPH particles,
104 Msun in 10 pc, mass resolution 
0,02 Msun, forms ~2.500 
„stars“ (sink particles)

isothermal EOS, top bound, bottom 
unbound

has clustered as well as distributed 
„star“ formation

efficiency varies from 1% to 20%

develops full IMF 
(distribution of sink particle masses)

(Bonnell, Smith, Clark, & Bate 2010, MNRAS, 410, 2339)



(Spitzer: Megeath et al.)

example: model of Orion cloud
„model“ of Orion cloud:
15.000.000 SPH particles,
104 Msun in 10 pc, mass resolution 
0,02 Msun, forms ~2.500 
„stars“ (sink particles)

MASSIVE STARS
- form early in high-density 
  gas clumps (cluster center)
- high accretion rates,   
  maintained for a long time

LOW-MASS STARS
- form later as gas falls into 
  potential well
- high relative velocities
- little subsequent accretion

(Bonnell et al. 2010)



Trajectories of protostars in a nascent dense cluster created by gravoturbulent fragmentation 
(from Klessen & Burkert 2000, ApJS, 128, 287)

dynamics of nascent star cluster

in dense clusters protostellar interaction may be come important!



Mass accretion 
rates  vary with 
time and are 
strongly 
influenced by the 
cluster 
environment.

accretion rates in clusters

(Klessen 2001, ApJ, 550, L77;
also Schmeja & Klessen,
2004, A&A, 419, 405)
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ICs of star cluster formation

• key question:

- what is the initial density profile 
of cluster forming cores? how 
does it compare low-mass cores?

• observers answer:

- very difficult to determine!

‣ most high-mass cores have
some SF inside

‣ infra-red dark clouds (IRDCs)
are difficult to study

- but, new results with Herschel
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ICs of star cluster formation

• key question:

- what is the initial density profile of cluster forming 
cores? how does it compare low-mass cores?

• theorists answer:

- top hat (Larson Penston)

- Bonnor Ebert (like low-mass cores)

- power law ρ∝r -1 (logotrop)

- power law ρ∝r -3/2 (Krumholz, McKee, etc)

- power law ρ∝r -2 (Shu)

- and many more



different density profiles

• does the density profile matter?
.
.
.

• in comparison to 

- turbulence ...

- radiative feedback ...

- magnetic fields ...

- thermodynamics ...



different density profiles

• address question in simple numerical experiment

• perform extensive parameter study

- different profiles (top hat, BE, r-3/2, r-3)

- different turbulence fields

‣ different realizations

‣ different Mach numbers 

‣ solenoidal turbulence
dilatational turbulence
both modes

- no net rotation, no B-fields 
(at the moment)

Girichids, Federrath, Banerjee, Klessen (2011abc)



Girichids et al. (2011abc)



for the r-2 profile you need to crank up 
turbulence a lot to get some fragmentation!

M=3 M=6 M=12 M=18

Girichids et al. (2011abc)



ICs with flat inner density profile form 
more fragments

Girichids et al. (2011abc)

number of 
protostars



however, the real situation is very complex: 
details of the initial turbulent field matter 

Girichids et al. (2011abc)

number of 
protostars

very high Mach numbers are needed to make
SIS fragment



different density profiles

• different density profiles lead to very different 
fragmentation behavior

• fragmentation is strongly suppressed for very 
peaked, power-law profiles

• this is good, because it may explain some of the 
theoretical controversy, we have in the field  

• this is bad, because all current calculations are 
“wrong” in the sense that the formation process of 
the star-forming core is neglected. 

Girichids et al. (2011abc)



IMF

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



dependency on EOS

• degree of fragmentation depends on EOS!

• polytropic EOS: p ∝ργ
•  γ<1: dense cluster of low-mass stars
• γ>1: isolated high-mass stars
•   (see Li, Klessen, & Mac Low 2003, ApJ, 592, 975; also Kawachi & Hanawa 1998, Larson 2003)



dependency on EOS

(from Li, Klessen, & Mac Low 2003, ApJ, 592, 975)

γ=0.2 γ=1.0 γ=1.2

for γ<1 fragmentation is enhanced  cluster of low-mass stars
for γ>1 it is suppressed  formation of isolated massive stars



 (1)  p ∝ ργ        ρ ∝ p1/ γ 

 (2)  Mjeans ∝ γ3/2 ρ(3γ-4)/2 

how does that work?

• γ<1:  large density excursion for given pressure 
    〈Mjeans〉 becomes small

   number of fluctuations with M > Mjeans is large

• γ>1:  small density excursion for given pressure
   〈Mjeans〉 is large
   only few and massive clumps exceed Mjeans



EOS in different 

environments
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)

τ	  =	  1



1796 OMUKAI, HOSOKAWA, & YOSHIDA Vol. 722

 1

 10

 100

 1000

 10000

 0  5  10  15  20

te
m

pe
ra

tu
re

 T
(K

)

number density log (nH (cm-3))

106Msun 104Msun 102Msun 1Msun 10-2Msun

10-4Msun

Z=0
[M/H]=-6

-5
-4
-3
-2
-1
0

Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)

102Msun 1 Msun 10-2Msun

τ	  =	  1
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3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
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channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)
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3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)
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3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

(Omukai et al. 2005, 2010)

EOS as function of metallicity
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3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its
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SDSS J1029151+172927 
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the low height on the Galactic plane (Z ∼ 1.0 kpc) may suggest a
Thick Disk orbit, this can be safely ruled out. The orbit solution
indicates that the star belongs to the Halo with the maximum
height above the galactic plane Zmax = 4.8 ± 0.4 kpc, the orbital
apocenter at Rmax = 9.6 ± 0.6 kpc, and is plunging towards the
Galactic centre, with orbital pericenter Rmin = 0.9± 0.1 kpc. See
Fig. 5. Adopting the proper motion values obtained in the previ-
ous section from the positions after 1990.0 we obtain a similar
orbit with a more extreme orbital pericenter Rmin = 0.4±0.1 kpc.
An even more extreme value of 0.2 ± 0.1 kpc is obtained in the
case we adopt a null value of the proper motion.

4.5. Abundances

Very few lines are measurable in the X-Shooter spectrum. The
Mg i-b triplet is not visible. Of the IR Ca ii triplet lines, only the
one at 854.2 nm is clearly visible, but it is contaminated by a
feature produced by the sky subtraction. Some Fe i lines can be
guessed, not really measured. The only clearly detectable line is
the Ca ii-K line at 393.3 nm. Its EW of 49.2 pm is consistent with
an abundance of [Ca/H]=–3.9. But the measured radial velocity
is of –30 km s−1, comparable to the X-Shooter UBV arm resolu-
tion of 7 900, meaning that the line is contaminated by the com-
ponent from the interstellar medium (ISM). From the X-Shooter
spectrum, we can deduce that this spectrum belongs to an ex-
tremely metal-poor star and put an upper limit on the metallicity
of about –4.0 respect to the solar metallicity.

The UVES spectrum resolves the stellar and IS components
of the Ca ii-K and Ca ii-H line (see Fig. 6). The EW of the stel-
lar Ca ii-K line is of 27.7 pm, corresponding to abundance of
[Ca/H]=–4.47. We do not take this line as abundance indicator,
because it is difficoult to disentangle the stellar and IS compo-
nent.

In the UVES spectrum we can see line of iron peak elements
(Fe i, Ni i) and α-elements (Mg i, Si i, Ca i, Ca ii, Ti ii). For the
light elements, Li and C-N, we could find no evident signature
in the spectra, so that we can provide only upper-limit.

For the abundance determination we rely on line profile fit-
ting, because some lines happen to be blended (sometimes sev-
eral lines of the same element) and some lines lie on the wings of
hydrogen lines. We computed grid of synthetic spectra, with the
effective temperature and gravity of the star, varying in [Fe/H] by
0.2 dex. We fitted the Fe i features to derive the 1D-LTE [Fe/H].
To derive the abundances of the other elements, we computed
grids of synthetic spectra, with [Fe/H] fixed, by varying the
abundance [X/Fe], of the element X by 0.2 dex, and then fitted
the line profiles.

4.6. The Li abundance

A 3D-NLTE (Sbordone et al. 2010) Li abundance of 2.2 (Spite
plateau) would imply in this star an EW for the Li doublet at
670.7 nm of about 4.7 pm. Such a feature should be visible in
the observed spectra, but no sign of the line is detectable in the
range. In the X-Shooter spectrum, taking into account its S/N
and resolution, we expect, according Cayrel’s formula (Cayrel
1988), that the limit for a feature to be visible is of about 1.5 pm
(3 × σ), that would correspond to a A(Li)=1.7, close to the Li
abundance derived for the cooler component of the binary sys-
tem CS 22876-32 (González Hernández et al. 2008). From the
S/N of the UVES spectrum (160) an upper limit on the EW of
0.1 pm implies A(Li)< 1.1 at 5×σ gives or A(Li)< 0.9 at 3×σ.

Fig. 6. The range of the Ca ii H and K lines. From top to bot-
tom, the SDSS, the X-Shooter, and the UVES spectrum (solid
black), overimposed the synthetic profile with metallicity -4.5,
α-enhanced by 0.4 dex (solid green).

This implies that the star is far below the Spite plateau. This
may be linked to the fact that, at extremely low metallicities,
the Spite plateau displays a “meltdown” (Sbordone et al. 2010)
i.e. an increased scatter and a lower mean Li abundance. This
meltdown is clearly shown in the two components of the ex-
tremely metal-poor binary system CS 22876-32 ([Fe/H]=–3.6,
the primary with effective temperature 6500K, the secondary
5900K), that show a different Li content (González Hernández
et al. 2008). The primary lies on the Spite plateau, while the sec-
ondary lies below at A(Li)= 1.8. The reasons for this meltdown
are not understood, it has been suggested that a Li depletion
mechanism, whose efficiency is metallicity dependent, could ex-
plain the observations. If this were the case, the Li abundance in
SDSS J102915+172927 would result from an efficient Li deple-
tion due to a combination of extremely low metallicity and rela-
tively low temperature. If the star were a horizontal branch star
(Hansen et al. 2011) it would be normal for it to be Li depleted.
However, we have already argued that low gravities, compati-
ble with an HB status, are ruled out. A sub-giant status should
not imply a large Li depletion. The absence of Li could be ex-
plained if SDSS J102915+172927 were a “blue straggler to be”
(Ryan et al. 2002). In this case we would expect a measurable
line broadening, due to rotation. In our UVES spectra we cannot
derive any line broadening above what is due to the instrumental
resolution, which is set by the seeing. Therefore all available evi-
dence suggests that SDSS J102915+172927 is in an evolutionary
status from the Main Sequence to the sub-giant branch.
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Table 4. SDSS J102915+172927. Abundances. [X/H] from fit is given for log g f from the line-list of LP.

Element [X/H]1D N lines SH A(X)!
+3Dcor. +NLTE cor. + 3D cor + NLTE cor

C ≤ −3.8 ≤ −4.5 G-band 8.50
N ≤ −4.1 ≤ −5.0 NH-band 7.86
Mg i −4.71 ± 0.11 −4.68 ± 0.11 −4.52 ± 0.11 −4.49 ± 0.12 5 0.1 7.54
Si i −4.27 −4.30 −3.93 −3.96 1 0.1 7.52
Ca i −4.72 −4.82 −4.44 −4.54 1 0.1 6.33
Ca ii −4.81 ± 0.11 −4.93 ± 0.03 −5.02 ± 0.02 −5.15 ± 0.09 3 0.1 6.33
Ti ii −4.75 ± 0.18 −4.83 ± 0.16 −4.76 ± 0.18 −4.84 ± 0.16 6 1.0 4.90
Fe i −4.73 ± 0.13 −5.02 ± 0.10 −4.60 ± 0.13 −4.89 ± 0.10 43 1.0 7.52
Ni i −4.55 ± 0.14 −4.90 ± 0.11 10 6.23
Sr ii ≤ −5.10 ≤ −5.25 ≤ −4.94 ≤ −5.09 1 0.01 2.92

For Mg i, Si i, Ca i, and Fe i, which are the minority species
in the model 5811/4.0/−4.5, the main non-LTE mechanism is
the overionization caused by superthermal radiation of non-
local origin below the thresholds of the levels with Eexc = 2.2-
4.5 eV (λthr = 2240-3450Å). In the extremely metal-poor at-
mosphere, deviations of the mean intensity of ionizing ultravi-
olet radiation from the Planck function are much larger com-
pared with that for the solar metallicity model (Fig. 9) result-
ing in much stronger departures from LTE. Figure 10 shows that
all the levels of Mg i, Ca i, and Fe i and the three lowest levels
of Si i are strongly underpopulated in the line formation layers
of the 5811/4.0/−4.5 model. Here, we use the departure coef-
ficients, bi = nNLTEi /nLTEi , where nNLTEi and nLTEi are the statis-
tical equilibrium and thermal (Saha-Boltzmann) number densi-
ties, respectively. Non-LTE leads to a weakening of the Mg i,
Si i, Ca i, and Fe i lines and positive non-LTE abundance correc-
tions ∆NLTE = log εNLTE− log εLTE. We comment on the obtained
results for individual species.

The observed Mg i lines arise in the transitions 3p 3P◦ -
3d 3D (382.9-383.8 nm) and 3p 3P◦ - 4s 3S (517.2, 518.3 nm).
For each line, the upper level is depleted to a lesser extent with
regard to its LTE population than is the lower level. Therefore,
the line is weaker compared with its LTE strength not only be-
cause of the general overionization (bl < 1), but also because of
rising the line source function (S lu % bu/bl Bν) above the Planck
function (Bν) in the line formation layers. Here, bu and bl are the
departure coefficients of the upper and lower levels, respectively.
All the investigated lines have similar non-LTE abundance cor-
rection at the level of +0.2 dex from the calculations with SH =
0.1 ( Table 5). As expected, the departures from LTE reduce in
case of increased H i collision rates (SH = 1).

The effect of bu/bl > 1 resulting in S lu > Bν is more promi-
nent for the only available line of silicon, Si i 390.5 nm. Its lower
level 3p 1S follows the ground state of Si i inside log τ5000 <
−1.5 due to collisional coupling, and it is strongly underpopu-
lated in the line formation layers. For the upper level 4s 1P◦, its
coupling to the high-excitation levels turns out stronger than a
coupling to the lower excitation levels, and it tends to follow the
continuum, Si ii. This explains why Si i 390.5 nm has a larger
non-LTE correction of ∆NLTE = 0.34 dex (SH = 0.1) compared to
the corresponding values for the Mg i lines and why ∆NLTE only
slightly reduces when move to SH = 1 (Table 5).

For the resonance line of Ca i at 422.6 nm, the non-LTE
mechanisms are very similar to that for the Mg i lines. Calcium
is the only element observed in SDSS J102915+172927 in two
ionization stages. Ca ii dominates the element number density
over atmospheric depths. Thus, no process seems to affect the

Ca ii ground-state population, and 4s keeps its thermodynamic
equilibrium value. The levels 3d and 4p follow the ground state
in deep layers, and their coupling is lost at the depths outside
log τ5000 < −1 where photon losses in the weakest line 849.8 nm
of the multiplet 3d − 4p start to become important. In these at-
mospheric layers, bu/bl < 1 is valid for each investigated line
of Ca ii resulting in dropping the line source function above the
Planck function and enhanced line absorption. For the resonance
line Ca ii 393.3 nm, departures from LTE occur only in the very
core and ∆NLTE amounts to −0.07 dex. Non-LTE correction is
larger in absolute value for the IR lines of multiplet 3d − 4p,
849.8, 854.2, and 866.2 because of the overpopulation of the
lower level.

In case of the Fe i lines, their weakening is mainly due to ove-
rionization. In SDSS J102915+172927, we measured only the
low-excitation Fe i lines, with Eexc = 0-1.5 eV. For each line, the
source function is quite similar to the Planck function for each
investigated line, because all the levels with Eexc = 0-4.5 eV be-
have similarly (Fig. 10). With very similar behavior of the depar-
ture coefficients for the lower levels, we calculated very similar
non-LTE corrections, as can be seen in Fig. 11. ∆NLTE varies be-
tween 0.29 and 0.36 dex in the calculations SH = 0.1. Similarly
to the Mg i lines, departures from LTE reduce significantly for
SH = 1.

Although only an upper limit was estimated for the Sr abun-
dance, we performed the non-LTE calculations for Sr ii with
[Sr/Fe] = −5.1. Non-LTE leads to weakened Sr ii 407.7 nm line,
and ∆NLTE amounts to 0.16 dex in case of pure electronic colli-
sions taken into account in SE calculations and decreases down
to 0.12 dex for SH = 1. For Ti ii, we estimated a non-LTE cor-
rection of –0.01 dex, assuming that the departures from LTE for
the investigated Ti ii lines are similar to that for the Fe ii lines of
similar excitation energy and equivalent width.

5. The ISM towards the star SDSSJ102915+172927
The interstellar feature is well modeled with one single compo-
nent model providing column density of log (Na i) = 12.11±0.01
cm−2 and log (Ca ii) = 12.02 ± 0.04 cm−2. The broadening of
the lines is of 7.3 ± 1.1 km s−1 in the Ca ii lines and of 5.2 ±
0.1 km s−1in Na i suggesting that the turbulence is the dominant
broadening factor and that the two ions do not sample precisely
the same material with the Ca ii lines tracing ionised gas not de-
tected in Na i.

The Na i column density is consistent with that observed to-
wards η Leo which at an angular distance of few degrees shows
log N(Na i)=12.08 cm−2.
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

102Msun 1 Msun 10-2Msun

τ	  =	  1

approach problem with high-resolution 
hydrodynamic calculations of central 
parts of high-redshift halos

• SPH (40 million particles)
• time-dependent chemistry (with dust)
• sink particles to model star formation
• external dark-matter potential
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its
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• time-dependent chemistry (with dust)
• sink particles to model star formation
• external dark-matter potential
• focus on relevant density regime 

(i.e. include dust dip and optically thick regime)



Dopcke et al., 2012, submitted to ApJ, arXiv:1203.6842)
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[M/H] = -5

Fragmentation of star-forming clouds at very low metallicities 3

Fig. 1.—: Dependence of gas and dust temperatures on gas
density for metallicities 10−4, 10−5, and 10−6 and zero times
the solar value, calculated just before the first sink particle was
formed (see Table1). In red, we show the gas temperature,
and in blue the dust temperature. The dashed lines are lines
of constant Jeans mass.

3. ANALYSIS

3.1. Thermodynamical evolution of gas and dust
We have performed a set of four simulations for different

metallicities in order to test if dust can efficiently cool the gas
and change the fragmentation behavior. Since dust cooling is
consequence of inelastic gas-grain collisions, and these colli-
sions are more frequent for higher densities, we expect that its

cooling is more efficient at higher densities. The energy trans-
fer from gas to dust vanishes when they couple in temperature,
hence we also expect the cooling to cease when dust reaches
the gas temperature. In order to guide on the evaluation of the
effect of dust on the thermodynamic evolution of the gas and
verify these assumptions, we plot temperature and density for
the various metallicities tested in Figure 1. We compare the
evolution of the dust and gas temperatures in the simulations,
at the point of time just before the formation of the first sink
particle (see Table 1). The dust temperature (shown in blue)
varies from the CMB temperature in the low density region to
the gas temperature (shown in red) at much higher densities.

Changes in metallicity influence the the point in density
where dust cooling becomes efficient. For the Z = 10−4 Z"
case, dust cooling begins to be efficient at n ≈ 1011cm−3.
While for Z = 10−5 Z", the density where dust cooling be-
comes efficient is delayed until n ≈ 1013cm−3. For the Z
= 10−6 Z" case, dust cooling becomes important for n !
1014cm−3, preventing the gas temperature from getting higher
than 1500 K. For instance, the metal-free case reaches tem-
peratures of approximately 2000 K.

The efficiency of the cooling expressed in the temperature
drop also varies with metallicity. The gas temperature de-
creases to roughly 400 K in the 10−5 Z" simulation, and 200 K
in the Z = 10−4 Z" case. This temperature drop significantly
increases the number of Jeans masses present in the collaps-
ing region, making the gas unstable to fragmentation. The
dust and the gas temperatures couple for high densities, when
the compressional heating starts to dominate again over the
dust cooling. The subsequent evolution of the gas is close to
adiabatic.

When we compare our results to the calculations of Omukai
et al. (2010), we find good agreement with their 1D hydrody-
namical models, although we expected some small difference
due to effects of the turbulence and rotation (see Dopcke et al.,
2011) and also due to the use of different dust opacity models.

3.2. Heating and cooling rates.
The gas thermal evolution during the collapse takes differ-

ent paths depending on the metallicity, as expressed in the
density-temperature diagram (Figure 1). In order to explain
them, we take a closer look at the cooling and heating pro-
cesses involved.

In Figure 2 we show the main cooling and heating rates
divided into four panels for the different metallicities.

There are parts of the evolution where metallicity has no
important effect, such as for for n < 108cm−3, where PdV
heating dominates. For n > 108cm−3, H2 line cooling starts
to become important. And for densities as high as 1010cm−3,
heating and cooling processes are balanced for all cases.

The effect of the metallicity, and so the dust cooling, starts
to be seen for n ! 108cm−3. At n ≈ 8×109cm−3, for instance,
the two main coolants (dust and H2 line cooling) are compara-
ble to the two main heaters (H2 formation and PdV heating).
For all cases where dust was present, its cooling became the
most important thermal process at some point in the collapse.

These thermal processes affect the density-temperature di-
agram (Figure 1) in all cases, such as for n " 108cm−3, when
PdV heating dominates, the evolution is close to adiabatic.
When cooling and heating balance, for 108 " n/cm−3 " 1011,
the evolution is close to isothermal.

The other thermal processes play a minor role during the
collapse. For example, H2 dissociation cooling only becomes

[M/H] = -4

[M/H] = -6

[M/H] = -ininity

8 Dopcke et al.

Fig. 6.—: Sink particle mass function at the point when 4.7
M! of gas had been accreted by the sink particles in each sim-
ulation. To resolve the fragmentation, the mass resolution is
smaller than the Jeans mass at the point in the temperature-
density diagram where dust and gas couple and the compres-
sional heating starts to dominate over the dust cooling.

creating more sparse over-densities.

3.7. Mass accretion
The mass accreted by the sink particles varied within the

different metallicities, and changed the final IMF. This dif-
ferent accretion can also influence the expected accretion lu-
minosity. We did not take this thermal process into account
during the calculations, but it is relevant to speculate if it is
comparable to the other thermal processes, and necessary to
include in future simulations.

In Figure 10 we present accretion properties for the new-
born stellar systems. The top panel shows how the total mass
in sinks evolve with time, and the comparison for different Z.
The accretion rate varies from 0.02 to 0.17 M! yr−1, and it is
on average lower for the Z = 10−4 Z! case. The Z = 10−4 Z!
case accreted mass slower than the others, taking the longest
time to accrete 4.7M!.

In the bottom panel of Figure 10, we show the accretion
luminosity calculated by considering that all gas was accreted

Fig. 7.—: Timescales for fragmentation (bottom panel) and
accretion (middle panel), and also their fraction (top panel)
versus enclosed gas mass (Menc) for the metallicities tested.
The values were calculated just before the first sink particle
was formed.

Fig. 8.—: Timescales for fragmentation and accretion for dif-
ferent metallicities. t f rag(〈N/(dN/dt)〉) indicates the aver-
age for the number of sink particles (N) divided by the time
variation of that number, or the sink particle formation rate.
tacc(〈M/(dM/dt)〉) is the average accretion time, which is cal-
culated by dividing the total mass in sink particles dived by
the mass accretion rate.
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disk fragmentation mode

gravoturbulent fragmentation mode

Dopcke et al., 2012, submitted to ApJ, arXiv:1203.6842)
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dense cluster of low-mass 
protostars builds up: 

- mass spectrum 
  peaks below 1 Msun

- cluster VERY dense
  nstars = 2.5 x 109 pc-3

- fragmentation 
  at density 
  ngas = 1012 - 1013 cm-3

400 AU

(Clark et al. 2008, ApJ 672, 757)

dust induced fragmentation at Z=10-5



dense cluster of low-mass 
protostars builds up: 

- mass spectrum 
  peaks below 1 Msun
- cluster VERY dense
  nstars = 2.5 x 109 pc-3

- predictions:
* low-mass stars    
   with [Fe/H] ~ 10-5

* high binary fraction 

400 AU (Clark et al. 2008)

dust induced fragmentation at Z=10-5



(Clark et al. 2008)
(plot from Salvadori et al. 2006, data from Frebel et al. 2005)

2 extremely metal deficient stars 
with masses below 1 Msun.
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- mass spectrum 
  peaks below 1 Msun
- cluster VERY dense
  nstars = 2.5 x 109 pc-3

- predictions:
* low-mass stars    
   with [Fe/H] ~ 10-5

* high binary fraction 

dust induced fragmentation at Z=10-5
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)

102Msun 1 Msun 10-2Msun

τ	  =	  1
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3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
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model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)

102Msun 1 Msun 10-2Msun

τ	  =	  1

Z = 0• slope of EOS in the density range 5 
cm-3 ≤ n ≤ 16 cm-3 is γ≈1.06.

• with non-zero angular momentum, 
disk forms.

• disk is unstable against frag- 
mentation at high density



• most current numerical 
simulations of Pop III star 
formation predict very 
massive objects
(e.g.  Abel et al. 2002, Yoshida et al. 2008, 

Bromm et al. 2009)

• similar for theoretical 
models (e.g. Tan & McKee 2004)

• there are some first hints 
of fragmentation, however
(Turk et al. 2009, Stacy et al. 2010)

“classical” picture
(so-called ‘minihaloes’; M8, solar mass). In the standard CDM
model, the minihaloes that were the first sites for star formation
are expected to be in place at redshift z< 20–30, when the age of
the Universe was just a few hundred million years14. These systems
correspond to (3–4)s peaks in the cosmic density field, which is
statistically described as a Gaussian random field. Such high-density
peaks are expected to be strongly clustered15, and thus feedback
effects from the first stars are important in determining the fate of
the surrounding primordial gas clouds. It is very likely that only one
star can be formed within a gas cloud, because the far-ultraviolet
radiation from a single massive star is sufficient to destroy all the
H2 in the parent gas cloud16,17. In principle, a cloud that formed one
of the first stars could fragment into a binary or multiple star sys-
tem18,19, but simulations based on self-consistent cosmological initial
conditions do not show this20. Although the exact number of stars per
cloud cannot be easily determined, the number is expected to be
small, so that minihaloes will not be galaxies (see Box 1).

Primordial gas clouds undergo runaway collapse when sufficient
mass is accumulated at the centre of a minihalo. The minimummass
at the onset of collapse is determined by the Jeans mass (more pre-
cisely, the Bonnor–Ebert mass), which can be written as:

MJ<500M8
T

200

! "3=2 n

104

# ${1=2
ð1Þ

for an atomic gas with temperature T (in K) and particle number
density n (in cm23). The characteristic temperature is set by the
energy separation of the lowest-lying rotational levels of the trace
amounts of H2, and the characteristic density corresponds to the
thermalization of these levels, above which cooling becomes less
efficient12. A number of atomic andmolecular processes are involved
in the subsequent evolution of a gravitationally collapsing gas. It has
been suggested that a complex interplay between chemistry, radiative
cooling and hydrodynamics leads to fragmentation of the cloud21,
but vigorous fragmentation is not observed even in extremely high-
resolution cosmological simulations11–13,20,22. Interestingly, however,
simulations starting from non-cosmological initial conditions have
yielded multiple cloud cores19,23. It appears that a high initial degree
of spin in the gas eventually leads to the formation of a disk and its
subsequent break-up. It remains to be seen whether such conditions
occur from realistic cosmological initial conditions.

Although the mass triggering the first runaway collapse is well-
determined, it provides only a rough estimate of the mass of the star(s)
to be formed. Standard star-formation theory predicts that a tiny proto-
star forms first and subsequently grows by accreting the surrounding gas
to become a massive star. Indeed, the highest-resolution simulations of
first-star formation verify that this also occurs cosmologically20 (Fig. 1).
However, the ultimatemass of the star is determinedbothby themass of
the cloud out of which it forms and by a number of feedback processes
that occur during the evolution of the protostar. In numerical simula-
tions, the finalmass of a population III star is usually estimated from the
density distribution and velocity field of the surrounding gas when the
first protostellar fragment forms, but thismaywell be inaccurate even in
the absence of protostellar feedback. Whereas protostellar feedback
effects are well studied in the context of the formation of contemporary
stars24, they differ in several important respects in primordial stars25.

First, primordial gas does not contain dust grains. As a result,
radiative forces on the gas are much weaker. Second, it is generally
assumed that magnetic fields are not important in primordial gas
because, unless exotic mechanisms are invoked, the amplitudes of
magnetic fields generated in the early Universe are so small that they
never become dynamically significant in primordial star-forming
gas26. Magnetic fields have at least two important effects in contem-
porary star formation: they reduce the angular momentum of the gas
outofwhich stars form, and theydrive powerful outflows that disperse
a significant fraction of the parent cloud. It is likely that the pre-stellar
gas has more angular momentum in the primordial case, and this is
borne out by cosmological simulations. Third, primordial stars are

much hotter than contemporary stars of the same mass, resulting in
significantly greater ionizing luminosities27.

State-of-the-art numerical simulations of the formation of the first
(population III.1) stars represent a computational tour de force, in
which the collapse is followed from cosmological (comoving mega-
parsec) scales down to protostellar (sub-astronomical-unit) scales,
revealing the entire formationprocess of a protostar.However, further
growth of the protostar cannot be followed accurately without imple-
menting additional radiative physics. For now, inferring the sub-
sequent evolution of the protostar requires approximate analytic
calculations. By generalizing a theory for contemporary massive-star
formation28, it is possible to approximately reproduce the initial con-
ditions found in the simulations and to then predict the growth of the
accretion disk around the star29. Several feedback effects determine the
final mass of a first star25: photodissociation of H2 in the accreting gas
reduces the cooling rate, but does not stop accretion. Lyman-a radi-
ation pressure can reverse the infall in the polar regions when the
protostar grows to 20–30 M8, but cannot significantly reduce the
accretion rate. The expansion of the H II region produced by the large
flux of ionizing radiation can significantly reduce the accretion rate
when the protostar reaches 50–100M8, but accretion can continue in
the equatorial plane. Finally, photoevaporation-drivenmass loss from
the disk30 stops the accretion and fixes themass of the star (see Fig. 2).
The finalmass depends on the entropy and angularmomentumof the
pre-stellar gas; for reasonable conditions, themass spans 60–300M8.

A variety of physical processes can affect and possibly substantially
alter thepicture outlined above.Magnetic fields generated through the
magneto-rotational instability may become important in the proto-
stellar disk31, although their strength is uncertain, and may play an
important role in the accretion phase18. Cosmic rays and other
external ionization sources, if they existed in the early Universe, could
significantly affect the evolution of primordial gas32. A partially
ionized gas cools more efficiently because the abundant electrons
promoteH2 formation. Such a gas cools to slightly lower temperatures
than a neutral gas can, accentuating the fractionation of D into HD so
that cooling by HD molecules becomes important33–36.

300 pc 5 pc

10 AU

a  Cosmological halo b  Star-forming cloud

c  Fully molecular partd  New-born protostar

25 R .

Figure 1 | Projected gas distribution around a primordial protostar. Shown
is the gas density (colour-coded so that red denotes highest density) of a
single object on different spatial scales. a, The large-scale gas distribution
around the cosmological minihalo; b, a self-gravitating, star-forming cloud;
c, the central part of the fully molecular core; and d, the final protostar.
Reproduced by permission of the AAAS (from ref. 20).
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turbulence developing in an atomic cooling halo
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 (Greif et al. 2008) 
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Fig. 3.—: Number density maps for a slice through the high
density region for Z = 10−4 Z" (top), 10−5 Z", 10−6 Z", and
0 (bottom). The image shows a sequence of zooms in the
density structure in the gas immediately before the formation
of the first protostar.

Fig. 4.—: Enclosed gas mass divided by Bonnor-Ebert mass
versus radius for different metallicities. The values were cal-
culated at the time just before the first sink was formed and the
center is taken to be the position of the densest SPH particle.

more flat mass distribution.
Now we can compare the predicted values before sink for-

mation started, with the final accretion and fragmentation
timescales. Figure 8 shows the timescales for fragmentation
and accretion for different metallicities on the end of the cal-
culations. The mean fragmentation time, and the mean accre-
tion time explain the difference in the sink particle mass distri-
bution in Figure 6. For Z ≤ 10−5 Z", the fragmentation time is
always higher than the accretion time, indicating that the sink
particles will accrete faster than they can be generated, result-
ing in a more flat mass distribution. When the fragmentation
time is higher than the accretion time (for Z = 10−4 Z"), the
gas rather fragments, than moves to the center and is accreted.
As a consequence, more mass goes into the low-mass objects,
when compared to the high-mass ones. This behavior agrees
well with the predictions from before fragmentation started,
shown in Figure 7.

3.6. Radial mass distribution
Another property of the star-forming cloud that we ob-

served to vary in our calculations is the mass spacial distri-
bution. The dependence of the enclosed gas and sink mass on
the distance from the sinks center of mass, for the different
Z, is show in Figure 9. The Z = 0 case has almost all the
sink particle mass in r < 8AU. The gas density for this case is
also higher in this region, when compared to the other metal-
licities, showing that the gas and sink particles mass density
follow each other. In the Z = 0 simulation, there is ∼80% of
the mass in sinks within 8 AU from the center of mass. And
for the other cases, this happens for radius ∼ 30AU. For ra-
dius bigger than 150 AU, the gas becomes the most massive
component, for all Z.

This more concentrated gas and sink mass towards the cen-
ter happens probably because for the Z = 0 case, the gas had
higher temperatures in the central region. And so there was
less influence by turbulent and rotational motions, which were

4 Greif et al.

Fig. 2.— Density, velocity, pressure, and temperature of the
shocked gas after 1 Myr. Black dots represent the test simulation,
while the grey (green) lines show the dimensionalized ST solu-
tion. Apart from deviations caused by higher-order shocks and
kernel smoothing, the simulation reproduces the analytic profiles
relatively well.

(DM and gas). We initialize the simulation at z = 100
deep in the linear regime, and for this purpose adopt
a concordance Λ cold dark matter (ΛCDM) cosmology
with the following parameters: matter density Ωm =
1−ΩΛ = 0.3, baryon density Ωb = 0.04, Hubble param-
eter h = H0/

°
100 km s−1 Mpc−1

¢
= 0.7, spectral index

ns = 1.0, and a top-hat fluctuation power σ8 = 0.9 (e.g.,
Spergel et al. 2003). Initial density and velocity pertur-
bations are imprinted according to a Gaussian random
field, and grow proportional to the scale factor until the
onset of nonlinearity. At this point the detailed chemi-
cal evolution of the gas becomes crucial, and we apply
the same chemical network as in Johnson et al. (2007) to
track the abundances of H, H+, H−, H2, H+

2 , He, He+,
He++, and e−, as well as the five deuterium species D,
D+, D−, HD and HD−. All relevant cooling mechanisms
in the temperature range 10−108 K are implemented, in-
cluding H and He resonance processes, bremsstrahlung,
inverse Compton, and molecular cooling for H2 and HD.
Metal cooling does not become important for the entire
lifetime of the SN remnant, yet we postpone a more de-
tailed discussion of this issue to §5. We do not take into
account the emission of radiation by the post-shock gas,
which acts to create a thin layer of fully ionized material
ahead of the shock and suppresses molecule formation
(e.g., Shull & McKee 1979; Shapiro & Kang 1987; Kang
& Shapiro 1992), since (a) the SN remnant expands into
an H ii region, and (b) we find that molecule formation
becomes important only at late times, when the post-
shock gas has cooled to 104 K (see §3.4).

With these ingredients, the first star forms in a halo of
Mvir � 5 × 105 M⊙ and rvir � 100 pc at z � 20 in the
canonical fashion (e.g., Bromm et al. 1999, 2002; Abel et
al. 2002). We determine its location by identifying the
first particle that reaches a density of nH = 104 cm−3. At
this point the gas ‘loiters’ around a temperature of 200 K
and typically attains a Jeans mass of a few 103 M⊙ before

Fig. 3.— The hydrogen number density averaged along the line
of sight in a slice of 10/h kpc (comoving) around the first star,
forming in a halo of total mass Mvir � 5 × 105 M⊙ at z � 20.
Evidently, the host halo is part of a larger conglomeration of less
massive minihalos, and subject to the typical bottom-up evolution
of structure formation.

further collapsing (e.g., Bromm et al. 2002; Glover 2005).
For simplicity, we assume that such a clump forms a sin-
gle star, and find that its location is reasonably well re-
solved by the minimum resolution mass, Mres � 500 M⊙.
In Figure 3, we show the hydrogen number density in the
x-y and y-z plane, centered on the formation site of the
first star. Evidently, the host halo is part of a larger
overdensity that will collapse in the near future and lead
to multiple merger events. This behavior is characteris-
tic of bottom-up structure formation, and our simulation
therefore reflects a cosmological environment typical for
these redshifts.

2.4.2. H ii Region

The treatment of the H ii region around the star
is crucial for the early and late time behavior of the
SN remnant. The photoevaporation of the host mini-
halo greatly reduces the central density and extends the
energy-conserving ST phase, whereas after an intermedi-
ate stage the enhanced pressure in the H ii region leads to
an earlier transition to the final, momentum-conserving
phase. Additionally, the shock fulfills the stalling crite-
rion, i.e. ṙsh = cs, where cs is the sound speed of the
photoheated IGM, much earlier in the H ii region com-
pared to previously unheated gas. We have found that
neglecting the presence of the H ii region around the star,
extending well into the IGM, leads to a final shock radius
a factor of 2 larger, which demonstrates its importance
for the long-term evolution of the SN remnant.

To determine the size and structure of the H ii region,
we proceed analogously to Johnson et al. (2007). In de-
tail, we initially photoheat and photoionize a spherically
symmetric region surrounding the star up to a maximum
distance of 200 pc, where we find a neighbouring mini-
halo. We determine the necessary heating and ionization
rates by using the properties of a 200 M⊙ Pop III star

(Greif et al., 2007, ApJ, 670, 1)

successive zoom-in calculation from 
cosmological initial conditions (using 
SPH and new grid-code AREPO)

(Greif et al. 2011, ApJ, 737, 75, Greif et al. 2012, MNRAS, 424, 399, 
Dopcke et al. 2012, ApJ submitted, arXiv1203.6842)
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Fig. 3.—: Number density maps for a slice through the high
density region for Z = 10−4 Z" (top), 10−5 Z", 10−6 Z", and
0 (bottom). The image shows a sequence of zooms in the
density structure in the gas immediately before the formation
of the first protostar.

Fig. 4.—: Enclosed gas mass divided by Bonnor-Ebert mass
versus radius for different metallicities. The values were cal-
culated at the time just before the first sink was formed and the
center is taken to be the position of the densest SPH particle.

more flat mass distribution.
Now we can compare the predicted values before sink for-

mation started, with the final accretion and fragmentation
timescales. Figure 8 shows the timescales for fragmentation
and accretion for different metallicities on the end of the cal-
culations. The mean fragmentation time, and the mean accre-
tion time explain the difference in the sink particle mass distri-
bution in Figure 6. For Z ≤ 10−5 Z", the fragmentation time is
always higher than the accretion time, indicating that the sink
particles will accrete faster than they can be generated, result-
ing in a more flat mass distribution. When the fragmentation
time is higher than the accretion time (for Z = 10−4 Z"), the
gas rather fragments, than moves to the center and is accreted.
As a consequence, more mass goes into the low-mass objects,
when compared to the high-mass ones. This behavior agrees
well with the predictions from before fragmentation started,
shown in Figure 7.

3.6. Radial mass distribution
Another property of the star-forming cloud that we ob-

served to vary in our calculations is the mass spacial distri-
bution. The dependence of the enclosed gas and sink mass on
the distance from the sinks center of mass, for the different
Z, is show in Figure 9. The Z = 0 case has almost all the
sink particle mass in r < 8AU. The gas density for this case is
also higher in this region, when compared to the other metal-
licities, showing that the gas and sink particles mass density
follow each other. In the Z = 0 simulation, there is ∼80% of
the mass in sinks within 8 AU from the center of mass. And
for the other cases, this happens for radius ∼ 30AU. For ra-
dius bigger than 150 AU, the gas becomes the most massive
component, for all Z.

This more concentrated gas and sink mass towards the cen-
ter happens probably because for the Z = 0 case, the gas had
higher temperatures in the central region. And so there was
less influence by turbulent and rotational motions, which were

successive zoom-in calculation from 
cosmological initial conditions (using 
SPH and new grid-code AREPO)

what is the time 
evolution of 
accretion disk 
around first star 
to form?

(Greif et al. 2011, ApJ, 737, 75, Greif et al. 2012, MNRAS, 424, 399, 
Dopcke et al. 2012, ApJ submitted, arXiv1203.6842)



(Clark et al. 2011b, Science, 331, 1040)

Figure 1: Density evolution in a 120 AU region around the first protostar, showing the build-up
of the protostellar disk and its eventual fragmentation. We also see ‘wakes’ in the low-density
regions, produced by the previous passage of the spiral arms.

3

detailed look at accretion disk



important disk parameters

Figure 2: Radial profiles of the disk’s physical properties, centered on the first protostellar core
to form. The quantities are mass-weighted and taken from a slice through the midplane of the
disk. In the lower right-hand plot we show the radial distribution of the disk’s Toomre parameter,
Q = cs�/⇥G�, where cs is the sound speed and � is the epicyclic frequency. Beause our disk
is Keplerian, we adopted the standard simplification, and replaced � with the orbital frequency.
The molecular fraction is defined as the number density of hydrogen molecules (nH2), divided
by the number density of hydrogen nuclei (n), such that fully molecular gas has a value of 0.5
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Figure 2: Radial profiles of the disk’s physical properties, centered on the first protostellar core
to form. The quantities are mass-weighted and taken from a slice through the midplane of the
disk. In the lower right-hand plot we show the radial distribution of the disk’s Toomre parameter,
Q = cs�/⇥G�, where cs is the sound speed and � is the epicyclic frequency. Beause our disk
is Keplerian, we adopted the standard simplification, and replaced � with the orbital frequency.
The molecular fraction is defined as the number density of hydrogen molecules (nH2), divided
by the number density of hydrogen nuclei (n), such that fully molecular gas has a value of 0.5

5

Toomre Q:

instability for Q<1



Figure 7: (a) Dominant heating and cooling processes in the gas that forms the second sink
particle. (b) Upper line: ratio of the thermal timescale, tthermal, to the free-fall timescale, t� ,
for the gas that forms the second sink particle. Periods when the gas is cooling are indicated in
blue, while periods when the gas is heating are indicated in red. Lower line: ratio of tthermal to
the orbital timescale, torbital, for the same set of SPH particles (c) Temperature evolution of the
gas that forms the second sink (d) Density evolution of the gas that forms the second sink

22

com
parison of all relevant heating 

and cooling processes

(Clark et al. 2011b, Science, 331, 1040)



similar study with very different numerical method (AREPO)

one out of five halos

(Greif et al. 2011a, ApJ)



(Greif et al. 2012, MNRAS, 424, 399)

Most recent calculations: 
fully sink-less simulations, following the disk build-up over ~10 years 
(resolving the protostars - first cores - down to 105 km ~ 0.01 R⦿)

density temperature



expected mass spectrum
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(Greif et al. 2011, ApJ, 737, 75, also Dopcke et al. 2012 ApJ submitted, arXiv1203.6842)

we see “flat” 
mass spectrum



expected mass spectrum

• expected IMF is flat and covers a wide range of masses
• implications

- because slope > -2, most mass is in massive objects 
as predicted by most previous calculations

- most high-mass Pop III stars should be in binary systems
--> source of high-redshift gamma-ray bursts

- because of ejection, some low-mass objects (< 0.8 M⦿)
might have survived until today and could potentially be 
found in the Milky Way

• consistent with abundance patterns found 
in second generation stars
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Figure 4. Mass abundance of He, O, Si, and Fe in Z = 0 (top) and 10−4 Z" (bottom) 25 M" stars after the end of RT-driven mixing. The snapshots are of the simulation
at 3.1 × 104 s, 6.3 × 104 s, and 2.7 × 104 s for z25B, z25D, and z25G, and 1.4 × 104 s, 5.3 × 104 s, and 1.2 × 105 s for models u25B, u25D, and u25G, respectively.
Red Z = 0 stars again show much more mixing than blue Z = 10−4 Z" stars, although it is not as extreme as in the 15 M" models, in which the difference in outer
radius between the z- and u-series progenitors was greater. Mixing again rises with explosion energy, which is 0.6, 1.2, 2.4 Bethe from left to right across the panels.
Spurious jetting is also visible along the y- and x-axes in the u-series models. Like the 15 M" stars shown in Figure 3, both mixing and the amplitudes of the RT
instabilities clearly increase with explosion energy at both metallicities.

more mixing in the internal layers than higher-mass models.
The z-series SNe have far more mixing than u-series SNe. SNe
with higher explosion energies exhibit more mixing and less
fallback than SNe with lower explosion energies. In particular,
the B series SNe with subnormal explosion energies, 0.6 Bethe
instead of the canonical 1.2 Bethe, eject almost no iron with the
exception of model z15B.

The z-series models all show more mixing than their u-series
counterparts. The 25 M" models show the most mixing of the
models in the u-series, while the 40 M" u-series runs show the
smallest degree of mixing. All the 40 M" models experience a
great deal of fallback, but the u-series models show the most
because they are more compact. The higher explosion energy
models exhibit less fallback.

4.3.5. Comparison with Kepler Estimations of Mixing

The large one-dimensional surveys of SNe derive final esti-
mates of elemental yields by artificially mixing the layers of
the SN after explosive nucleosynthesis is complete. Surveys
employing the KEPLER code estimate mixing by passing a run-

ning boxcar average of width (in mass coordinate) W through
the star, where W is 10% the mass of the helium core. That is,
the abundances at points that fell within a bin of width W were
averaged together and set to this average, the bin was moved for-
ward by one point, and the process repeated, moving outward
through the star. This is done four times, artificially mixing the
mass shells. In Figure 7, we compare KEPLER estimations of
mixing with our two-dimensional CASTRO results. In our two-
dimensional CASTRO simulations, we find that some elemental
shells are more mixed than others. The RT instability typically
forms at the He–H or O–He boundary and advances inward.
This results in the helium and oxygen layers being more mixed
than in KEPLER and the iron, and sometimes silicon, layers being
less mixed than the KEPLER estimations for the z-series models.
Our compact U-series models show less mixing in all elements
than in KEPLER.

4.3.6. Numerical Artifacts and Model Limitations

Numerical artifacts arising from the mesh geometry are most
prominent in the higher explosion energy, u-series models,

The metallicities of extremely metal-
poor stars in the halo are consistent 
with the yields of core-collapse 
supernovae, i.e. progenitor stars with 20 
- 40 M⦿
(e.g. Tominaga et al. 2007, Izutani et al. 2009, Joggerst et al. 
2009, 2010)

Fig. 6.—Comparison between the [X/Fe] trends of observed stars (crosses: the previous studies [e.g., Gratton & Sneden 1991; Sneden et al. 1991; Edvardsson et al.
1993; McWilliam et al. 1995a, 1995b; Ryan et al. 1996;McWilliam 1997; Carretta et al. 2000; Primas et al. 2000; Gratton et al. 2003; Bensby et al. 2003]; open circles: CA04;
open squares: HO04) and those of individual starsmodels ( filled circles: normal SNe; filled triangles: HNewith caseA; filled rhombus: HNewith case B) and IMF integration
( filled squares). The parameters are shown in Table 1.

Fig. 7.—Same as Fig. 3, but for MMS ¼ 25 M", E51 ¼ 5.

Fig. 8.—Comparison between the abundance pattern of the C-rich EMP star
(circles with error bars: CS 29498#043; Aoki et al. 2004) and the theoretical
faint SN yields (solid line: 25F). The mixing-fallback parameters are determined
so as to reproduce the abundance pattern of CS 29498#043.

(Joggerst et al. 2009, 2010)

(Tom
inaga et al. 2007)



primordial star formation

• just like in present-day SF, we expect 
- turbulence
- thermodynamics
- feedback
- magnetic fields 

to influence first star formation.
• masses of first stars still uncertain (surprises from new 

generation of high-resolution calculations that go beyond first collapse)

• disks unstable: first stars should be binaries or part of small 
clusters

• effects of feedback less important than in present-day SF



questions

• is claim of Pop III stars with M ~ 0.5 M☉ really justified?

- stellar collisions

- magnetic fields

- radiative feedback

• how would we find them? 

- spectral features

• where should we look?

• what about magnetic fields?



IMF
distribution of stellar masses depends on

turbulent initial conditions 
--> mass spectrum of prestellar cloud cores

collapse and interaction of prestellar cores
--> competitive accretion and N-body effects

thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)

(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN



Introduction

Why is the formation of massive stars interesting?

Massive stars

govern matter cycle in galaxy

produce heavy elements

release large amounts of energy and momentum into ISM

Formation of massive stars is not understood!

begin hydrogen burning while still in main growth phase

star has to accrete despite high luminosities

Is the accretion terminated by feedback processes?

IMF (Kroupa 2002) Rosetta nebula (NGC 2237)

We want to address the following questions:
• how do massive stars (and their associated clusters) form?
• what determines the upper stellar mass limit?
• what is the physics behind observed HII regions?

high-mass star formation



from Dale & Bonnell (2012)

6 James E. Dale, Ian Bonnell

(a) Column density plots of cold neutral gas and stars (left panel), cold neutral gas and hot ionized gas (centre panel) and hot ionized
gas alone (left panel) 0.66 Myr after ionization was turned on.

(b) Column density plots of cold neutral gas and stars (left panel), cold neutral gas and hot ionized gas (centre panel) and hot ionized
gas alone (left panel) 1.08 Myr after ionization was turned on.

(c) Column density plots of cold neutral gas and stars (left panel), cold neutral gas and hot ionized gas (centre panel) and hot ionized
gas alone (left panel) 2.18 Myr after ionization was turned on.

Figure 6. Evolution of the ionized and neutral gas.
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Figure 7. Hammer projections showing directions in which ionizing radiation is absorbed before reaching a radius of 5pc (black areas)
from the point of view of three sources at the time when ionizing radiation was switched on.
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Figure 8. Hammer projections showing directions in which ionizing radiation is absorbed before reaching a radius of 5pc (black areas)
from the point of view of three sources 1.62 Myr after ionizing radiation was switched on.

Figure 9. Comparison of the initial (y–axis) and final (x–axis)
densities of randomly–selected neutral (black) and ionized (red)
particles.

particles whose thermal pressure is in excess of the average
thermal pressure of the ionized gas. The particles so selected
are then too dense to be affected by the pressure of ionized
gas. We find in this way that only a small amount, ≈ 3% of
the gas in the cluster at any time is too dense to be affected
by the low–density ionized gas produced by the O–stars.
We illustrate this qualitatively in Figure 11 where we plot
the cumulative mass against density for neutral gas in black
and ionize gas in red 1.62Myr after ionization was turned on.
The vertical dashed line is the median density of the ionized
gas and the vertical dotted line is the densest neutral gas

Figure 10. Plot of cumulative mass against initial density for
the neutral (black) and ionized (red) gas.

whose pressure is less than that in ionized gas at the me-
dian density, assuming all neutral gas has a temperature of
40K. Neutral gas to the right of the dotted line would then
be too dense to be strongly affected by the thermal pressure
in the ionized gas.

In principle then, the ionization should be able to signif-
icantly influence the evolution of the protocluster’s gas re-
serves. In Figure 12, we plot the positions of the gas whose
density is too large to be affected by the HII. We neglect
here the ram–pressure of the cold gas against which the HII
must also contend, since the gas is infalling towards the ion-
izing sources. The dense gas clearly (and not surprisingly)

from Dale & Bonnell (2012)



Krumholz et al. (2012)
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Fig. 3.— Same as Figure 2, but for run TuNW. Note that
the color scales are the same, but the size of the region shown is
slightly di↵erent.

within them. In contrast, by the end of run SmNW there
is simply a single, concentrated region of heating, and
one cannot discern individual cores any more. As we
show below, this di↵erence proves to be important in
determining the evolution of the IMF.
Another interesting point is that the overall morphol-

ogy is surprisingly similar in runs TuW and TuNW, de-
spite the change in whether we include protostellar winds
or not. Partly this is a function of the fact that wind-
blown bubbles are fairly low column-density structures,
and that we are looking at static slices. In an anima-
tion of the column density field, one readily discern out-
flows driving shells of gas orthogonal to the filaments.
However, this clearly has a relatively small e↵ect on the
large-scale morphology.

3.2. Star Formation Rate and History

In Figure 5 we show the star formation history of each
of our simulations. The most immediate and striking
thing about the Figure is the di↵erence in star forma-

Fig. 4.— Same as Figure 3, but for run TuW.

Fig. 5.— Total mass in stars (top) and total number of stars
(bottom) as a function of time in runs SmNW, TuNW, and TuW.
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TABLE 1
Simulation Parameters

Name Winds? Mc `c or Rc �c h⇢iM t

↵

`

box

N

0

L �xL
(M�) (pc) (km s�1) (g cm�3) (kyr) (pc) (AU)

SmNW No 1000 0.26 2.9 1.4⇥ 10�18 56 1.9 256 5 49
TuNW No 1000 0.46 1.4 8.6⇥ 10�18 23 0.46 256 4 23
TuW Yes 1000 0.46 1.4 8.6⇥ 10�18 23 0.46 256 4 23

Note. — Col. 3: cloud mass. Col. 4: cloud radius (for run SmNW) or box size (for runs TuNW
and TuW). Col. 6: mass weighted-mean density at time t = 0. Col. 7: free-fall time computed
using h⇢iM . Col. 8: size of computational box. Col. 9: number of cells per linear dimension on
the coarsest AMR level. Col. 10: finest AMR level. Col. 11: grid resolution on the finest AMR
level.

Fig. 1.— Column density distribution in the turbulent initial
conditions used for runs TuNW and TuW.

ing to an initial virial ratio ↵ = 5�2

cRc/GMc = 2.5. The
velocity power spectrum is P (k) / k

�2, drawn without
imposing any bias in favor of solenoidal or compressive
modes following the procedure of Dubinski et al. (1995).
Outside the sphere of gas we place a zero-opacity am-
bient medium with a temperature 100 times larger and
a density 100 times smaller than that of the gas at the
sphere’s edge. We emphasize that, because the density
gradient in the gas only extends to half the initial ra-
dius, the overall center to edge density contrast is only
a factor of 2.8, substantially less than that induced by
the turbulent shocks. Thus this initial condition is quite
similar to that adopted by other authors who have simu-
lated isolated clouds, e.g. Bonnell et al. (2003) and Bate
(2012).5

5 An additional di↵erence between our setup and that of Bon-
nell et al. (2003) and Bate (2012) is that we place an ambient
medium outside our cloud that is in thermal pressure balance with
the material at the cloud edge, while the smoothed particle hy-
drodynamics (SPH) simulations of Bonnell et al. and Bate have
a vacuum outside their clouds. However, this di↵erence is almost
certainly negligible. The thermal pressure of our ambient medium
is set equal to the thermal pressure of the cloud, which is smaller
than either the ram pressure or the self-gravitational weight of the
cloud by a factor of ⇠ 100. Thus the extra pressure provided by the
external medium will enhance the collapse that would occur due to
gravity alone by only ⇠ 1%. Even this is likely an overestimate of
the di↵erence between the two simulation methods, because, while
formally the SPH simulations have vacuum outside their clouds,
SPH creates an artificial surface tension at density discontinuities
(Price 2008), and this will act very much like a confining external
pressure. Our Eulerian simulation method does not su↵er from
this problem.

In runs TuNW and TuW we initialize so that, unlike
in run SmNW, both the initial density and velocity fields
are self-consistently turbulent. We set up a periodic do-
main of length `c = 0.46 pc on a side, so that ⌃c = 1
g cm�2 averaged over the box. To initialize the simula-
tion, we impose the same turbulent velocity field as in
run SmNW, scaled to a velocity dispersion �c = 1.4 km
s�1, corresponding to ↵ = 1/2 if we use `c/2 in place of
Rc. Although this means the gas is less turbulent ini-
tially than in run SmNW, as we see below, damping of
the turbulence in run SmNW brings the ↵ values closer
together as the runs progress. To produce a density field
consist with this velocity field, we drive the turbulence
and allow the simulation to evolve for two crossing times.
During this period we turn o↵ both gravity and radiation,
and we hold the gas isothermal at a temperature Tg = 10
K by setting the gas ratio of specific heats to � = 1.0001;
since, in the absence of stellar sources, molecular cloud
gas is close to isothermal, this should be a very good
approximation, and ignoring radiation during this setup
phase significantly reduces the computational cost. Dur-
ing this setup phase we also fix the computational reso-
lution at 5123 cells, with no further refinement. At the
end of two crossing times we turn o↵ driving, change the
gas ratio of specific heats to � = 5/3, turn on gravity and
radiation, and return to our normal refinement criteria
(see below). This state represents the initial condition
for runs TuNW and TuW. Note that, since the turbu-
lence is driven mostly on large scales, the result of this
procedure is essentially a single, dense, turbulent cloud,
surrounded by lower density turbulent material; we show
this state in Figure 1. This clump is therefore analogous
to the isolated one in run SmNW, but is surrounded by a
realistic turbulent environment rather than an artificial
hot ambient medium.
In all simulations the refinement criteria used to add

higher resolution grids are the same. Specifically, we
add resolution in any cell that satisfies one of the fol-
lowing three conditions: (1) the density in the cell ex-
ceeds the local Jeans density (Truelove et al. 1997),
⇢J = J

2

⇡c

2

s/G�x

2

l , where J = 1/4 is the Jeans number,
cs =

p
kBT/µ is the isothermal sound speed, and �xl is

the grid spacing on AMR level l; (2) the radiation energy
gradient is sharp enough so that |rE|/E > 0.15/�xl (al-
though we sometimes temporarily reduce the coe�cient
below 0.15 for stability reasons in the TuNW and TuW
runs); (3) the cell is within a distance of 16�xl of any
star particle. We refine to a maximum resolution of 49
AU (L = 5) in run SmNW, and 23 AU (L = 4) in runs

Krumholz et al. (2012)
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We halted the simulation at 57,000 years, after
a ~20,000-year period when there was no further
qualitative change in the evolution (Fig. 1E). At
this point the system was a binary with a total
mass of 70.7M⊙ and a time-averaged total lumi-
nosity of ~5 × 105 L⊙. The two stars had masses
of 41.5 M⊙ and 29.2 M⊙ and were 1590 AU
apart. Neglecting the effects of the gas, the
semimajor axis of the orbit was 1280 AU
(eccentricity 0.25), but because this neglects the
gas, it may be an overestimate. Orbits like this are
typical of young O stars, at least 40% of which
are visual binaries with separations of ~1000 AU
(12). These are not the final system parameters,
because the envelope and the disk still contained
28.3 M⊙ of gas and the accretion rate had not
diminished. However, the qualitative nature of
the final system was well established.

We compared our result to two-dimensional
simulations. The largest star that formed in any
two-dimensional simulation with gray radiative
transfer had a mass of 22.9M⊙. If the simulation
included a multifrequency treatment of the radia-
tion, which we omitted because of its computa-
tional cost (23), themaximummass of the star that
formed was 42.9M⊙ (7). In these two-dimensional
simulations, the initial phases of collapse, disk
formation, and growth of a polar bubble were
quite similar to ours, although the disk lacked
nonaxisymmetric structure. In both cases there
was a “flashlight effect” (7, 26) in which the disk
beamed radiation preferentially in the polar
direction. In two dimensions, however, as the
star’s mass grew, radiation halted accretion over
an ever larger fraction of the solid angle around
the star. This eventually stopped infall onto the
disk. Some of the gas remaining in the disk
continued to accrete onto the star, but at a
diminishing rate, and eventually the disk density
became low enough for stellar radiation to blow
it away.

This never happened in our simulation. Instead,
when the luminosity became large enough that our
bubbles no longer delivered mass to the disk ef-
ficiently, they became asymmetric and clumpy. In
some places radiation blew out sections of the
bubble wall, whereas in others dense filaments of
gas fell toward the stars (Fig. 3). The structure of
dense fingers of heavy, downward-moving fluid
alternating with chimneys of outgoing radiation
is analogous to that of a classical Rayleigh-Taylor
instability, with radiation taking the place of the
light fluid. Radiation forces away from the star
are stronger than gravity when averaged over 4p
sr, producing velocities and net forces that have
an outward direction over most of the solid angle.
Much of the mass is concentrated into the dense
fingers, and because radiation flows around rather
than through these structures, within them the
velocity and the net force have an inward direc-
tion. However, this did not remove the angular
momentum of the gas, so it continued to fall onto
the disk rather than directly onto the stars. The
growth of clumps in the disk that form secondary
stars is a natural side effect of this process, but

radiation may be just accelerating a process that
is caused by gravity. At least 40%of the accreting
gas reached the disk through this Rayleigh-Taylor
mechanism; gas falling onto the outer disk di-
rectly accounted for ~25% of the accretion, and
gas reaching the disk by traveling along the

bubbles’ outer walls contributed the remaining
~35% (23).

Continued disk feeding is what made the
three-dimensional results different from earlier
two-dimensional ones. At 34,000 and 41,700
years (Fig. 1, C and D), bracketing the onset of

Fig. 1. Snapshots of the sim-
ulation at (A) 17,500 years,
(B) 25,000 years, (C) 34,000
years, (D) 41,700 years, and
(E) 55,900 years. In each
panel, the left image shows
column density perpendic-
ular to the rotation axis in a
(3000 AU)2 region; the right
image shows volume density
in a (3000 AU)2 slice along
the rotation axis. The color
scales are logarithmic (black
at the minimum, red at the
maximum), from 100 to
102.5 g cm−2 on the left and
10−18 to 10−14 g cm−3 on the
right. Plus signs indicate the
projected positions of stars.
See figs. S1 to S3 and movie
S1 for additional images.
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velocity and the net force have an inward direc-
tion. However, this did not remove the angular
momentum of the gas, so it continued to fall onto
the disk rather than directly onto the stars. The
growth of clumps in the disk that form secondary
stars is a natural side effect of this process, but

radiation may be just accelerating a process that
is caused by gravity. At least 40%of the accreting
gas reached the disk through this Rayleigh-Taylor
mechanism; gas falling onto the outer disk di-
rectly accounted for ~25% of the accretion, and
gas reaching the disk by traveling along the
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Fig. 1. Snapshots of the sim-
ulation at (A) 17,500 years,
(B) 25,000 years, (C) 34,000
years, (D) 41,700 years, and
(E) 55,900 years. In each
panel, the left image shows
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right. Plus signs indicate the
projected positions of stars.
See figs. S1 to S3 and movie
S1 for additional images.
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tional cost (23), themaximummass of the star that
formed was 42.9M⊙ (7). In these two-dimensional
simulations, the initial phases of collapse, disk
formation, and growth of a polar bubble were
quite similar to ours, although the disk lacked
nonaxisymmetric structure. In both cases there
was a “flashlight effect” (7, 26) in which the disk
beamed radiation preferentially in the polar
direction. In two dimensions, however, as the
star’s mass grew, radiation halted accretion over
an ever larger fraction of the solid angle around
the star. This eventually stopped infall onto the
disk. Some of the gas remaining in the disk
continued to accrete onto the star, but at a
diminishing rate, and eventually the disk density
became low enough for stellar radiation to blow
it away.

This never happened in our simulation. Instead,
when the luminosity became large enough that our
bubbles no longer delivered mass to the disk ef-
ficiently, they became asymmetric and clumpy. In
some places radiation blew out sections of the
bubble wall, whereas in others dense filaments of
gas fell toward the stars (Fig. 3). The structure of
dense fingers of heavy, downward-moving fluid
alternating with chimneys of outgoing radiation
is analogous to that of a classical Rayleigh-Taylor
instability, with radiation taking the place of the
light fluid. Radiation forces away from the star
are stronger than gravity when averaged over 4p
sr, producing velocities and net forces that have
an outward direction over most of the solid angle.
Much of the mass is concentrated into the dense
fingers, and because radiation flows around rather
than through these structures, within them the
velocity and the net force have an inward direc-
tion. However, this did not remove the angular
momentum of the gas, so it continued to fall onto
the disk rather than directly onto the stars. The
growth of clumps in the disk that form secondary
stars is a natural side effect of this process, but

radiation may be just accelerating a process that
is caused by gravity. At least 40%of the accreting
gas reached the disk through this Rayleigh-Taylor
mechanism; gas falling onto the outer disk di-
rectly accounted for ~25% of the accretion, and
gas reaching the disk by traveling along the

bubbles’ outer walls contributed the remaining
~35% (23).

Continued disk feeding is what made the
three-dimensional results different from earlier
two-dimensional ones. At 34,000 and 41,700
years (Fig. 1, C and D), bracketing the onset of

Fig. 1. Snapshots of the sim-
ulation at (A) 17,500 years,
(B) 25,000 years, (C) 34,000
years, (D) 41,700 years, and
(E) 55,900 years. In each
panel, the left image shows
column density perpendic-
ular to the rotation axis in a
(3000 AU)2 region; the right
image shows volume density
in a (3000 AU)2 slice along
the rotation axis. The color
scales are logarithmic (black
at the minimum, red at the
maximum), from 100 to
102.5 g cm−2 on the left and
10−18 to 10−14 g cm−3 on the
right. Plus signs indicate the
projected positions of stars.
See figs. S1 to S3 and movie
S1 for additional images.

A

B

C

D

E

www.sciencemag.org SCIENCE VOL 323 6 FEBRUARY 2009 755

REPORTSWe halted the simulation at 57,000 years, after
a ~20,000-year period when there was no further
qualitative change in the evolution (Fig. 1E). At
this point the system was a binary with a total
mass of 70.7M⊙ and a time-averaged total lumi-
nosity of ~5 × 105 L⊙. The two stars had masses
of 41.5 M⊙ and 29.2 M⊙ and were 1590 AU
apart. Neglecting the effects of the gas, the
semimajor axis of the orbit was 1280 AU
(eccentricity 0.25), but because this neglects the
gas, it may be an overestimate. Orbits like this are
typical of young O stars, at least 40% of which
are visual binaries with separations of ~1000 AU
(12). These are not the final system parameters,
because the envelope and the disk still contained
28.3 M⊙ of gas and the accretion rate had not
diminished. However, the qualitative nature of
the final system was well established.

We compared our result to two-dimensional
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is caused by gravity. At least 40%of the accreting
gas reached the disk through this Rayleigh-Taylor
mechanism; gas falling onto the outer disk di-
rectly accounted for ~25% of the accretion, and
gas reaching the disk by traveling along the

bubbles’ outer walls contributed the remaining
~35% (23).

Continued disk feeding is what made the
three-dimensional results different from earlier
two-dimensional ones. At 34,000 and 41,700
years (Fig. 1, C and D), bracketing the onset of

Fig. 1. Snapshots of the sim-
ulation at (A) 17,500 years,
(B) 25,000 years, (C) 34,000
years, (D) 41,700 years, and
(E) 55,900 years. In each
panel, the left image shows
column density perpendic-
ular to the rotation axis in a
(3000 AU)2 region; the right
image shows volume density
in a (3000 AU)2 slice along
the rotation axis. The color
scales are logarithmic (black
at the minimum, red at the
maximum), from 100 to
102.5 g cm−2 on the left and
10−18 to 10−14 g cm−3 on the
right. Plus signs indicate the
projected positions of stars.
See figs. S1 to S3 and movie
S1 for additional images.

A

B

C

D

E

www.sciencemag.org SCIENCE VOL 323 6 FEBRUARY 2009 755

REPORTS

radiative feedback does not 
limit disk accretion (radiation 
modeled as radiation pressure)



firmed by Henning et al. (2000). Meynet & Maeder used the
formula _MM! ¼ 10#5 M$ yr#1 maxð1; M!=M$Þ1:5.

The formulae assumed by Behrend & Maeder and by
Meynet & Maeder result in higher accretion times (lower
average accretion rates) and a shift of the phase of extremely
high accretion rates to later evolutionary times, compared
to what we find in our collapse calculations. At the high-
mass end, however, the evolution of the star is similar; the
tracks follow closely along the main sequence in spite of
high mass accretion rates.

The growth of mass in the central computational zone
was governed by the relative importance of centrifugal,
radiative, and gravitative forces in the molecular clump.
For the six cases calculated we found that the detailed treat-
ment of radiation transfer strongly influenced the clump’s
evolution. In general, the accretion rate increased sharply
after about one free-fall time and then decreases. To exem-
plify this we display the growth of central mass and the time
dependence of the accretion rate for the frequency-depend-
ent case F60 and for the gray case G60 in Figure 7. Assum-

ing gray radiation transfer, infall of material into the central
regions of the molecular clump is strongly hampered after
about 14,000 yr. The central star is a 20.7 M$ main-
sequence star with a luminosity of 5:2' 104 L$. Assuming
frequency-dependent radiation transfer, more than 60%
more mass could accrete onto the central object. For case
F60, the final mass was 33.6 M$ and the final main-
sequence luminosity was 2:2' 105 L$.

4.2. Evolution ofMolecular Cloud Clumps

In the following four figures the distributions of the gas
density, of the temperatures of amorphous carbon and sili-
cate grains, and of the gas velocity are shown for selected
cases (F60, G60, F30, and F120) at six selected times. The
evolutionary age, total mass within the computational grid,
total luminosity (including accretion luminosity), and mass
of the central star that correspond to each frame are given in
Table 4.
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Fig. 6.—Evolution of the central (proto)stars’ masses for the frequency-
dependent F sequences. After an initial delay, the mass accretion rates rise
rapidly to comparable values (given by the slope of the curves) and fall off
rapidly as radiative effects inhibit further accretion (see also Fig. 7).
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Fig. 5.—Evolution of the central (proto)stars for the frequency-depend-
ent F sequences in the H-R diagram. The luminosity contribution Lacc from
the relaxation zone behind the accretion shock has been included. For com-
parison, the evolutionary tracks of nonaccreting stars have been given (see
Fig. 1).

 
 

Fig. 7.—Evolution of central mass (left panel) and mass accretion rate (right panel ) for the frequency-dependent case F60 (dashed line; shown previously in
Fig. 6) and the gray case G60 (solid line).
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step, we can perform ray-tracing radiation transfer calcula-
tions analogous to those of YB, who—by contrast—used
the single dust temperature obtained in a gray radiation
transfer code. From these ray-tracing calculations, we can
extract both spectral energy distributions (SEDs; see Figs.
12 and 13) and isophote maps at selected wavelengths for
any given evolutionary age.

Because, however, our spatial resolution in the innermost
regions is much worse than that of YB and, furthermore, we
have made no attempt to model the emission from a hypo-
thetical disk within the central cell (see YB’s ‘‘ central zone
disk model ’’), we will not be able to accurately model the
emission from dust warmer than about 400 K. Even in the
rather late formation stages considered here—the central

 

 

 

 

 

 

 

 

 

 

Fig. 9.—Distribution of density, velocity, and grain temperature for case G60 at evolutionary times as indicated in Table 4. Symbols and lines are as in
Fig. 8.

858 YORKE & SONNHALTER

note in comparison: 2D calculations do 
show the termination of mass growth

Yorke & Sonnhalter (2002)



(proto)stellar feedback processes
• radiation pressure on dust particles
• ionizing radiation
• stellar winds
• jets and outflows

ionization
- very few numerical studies so far, detailed collapse calculations      
  with ionizing and non-ionizing feedback still missing

   - HII regions around massive stars are directly observable 
     --> direct comparison between theory and observations



• focus on collapse of individual high-mass cores...

- massive core with 1,000 M☉

- Bonnor-Ebert type density profile 
(flat inner core with 0.5 pc and rho ~ r-3/2 further out)

- initial m=2 perturbation, rotation with β = 0.05

- sink particle with radius 600 AU and threshold density 
of 7 x 10-16 g cm-3

- cell size 100 AU

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134)

our (numerical) approach



• method:

- FLASH with ionizing and non-ionizing radiation using 
raytracing based on hybrid-characteristics

- protostellar model from Hosokawa & Omukai

- rate equation for ionization fraction

- relevant heating and cooling processes

- some models include magnetic fields

Peters et al. (2010a,b,c)

our (numerical) approach



Disk edge on Disk plane

model of high mass star formation

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134)



influence of B on disk evolution

Peters et al. (2011)

in disk around high-mass stars, fragmentation is reduced but rarely fully suppressed
see Peters et al. (2011), Hennebelle et al. (2011), Seifried et al. (2011)



interplay of ionization and B-field

Peters et al. (2011)

The Astrophysical Journal, 729:72 (12pp), 2011 March 1 Peters et al.
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Figure 9. H ii region morphologies in run E. The figure shows synthetic maps of free–free emission from ultracompact H ii regions around the massive protostar at
different time steps and from different viewing angles. The cluster is assumed to be 2.65 kpc away, the full width at half-maximum of the beam is 0.′′14 and the noise
level is 10−3 Jy. This corresponds to typical VLA parameters at a wavelength of 2 cm. The protostellar mass of the central star which powers the H ii region is given
in the images. The black dots represent sink particles.
(A color version of this figure is available in the online journal.)

0.656 Myr

box size 0.162 pc

−4.0−4.0 −6.2−6.2 −8.5−8.5 −10.8−10.8 −13.0−13.0
log10 pmag in erg cm−3log10 pth in erg cm−3

Figure 10. Comparison of thermal and magnetic pressure for the data from the lefthand panels in Figure 5. The thermal pressure pth inside the H ii region (left) is
of comparable magnitude to the magnetic pressure pmag outside the H ii region (right). Thus, magnetic pressure plays a significant role in constraining the size of
expanding H ii regions. The black dots represent sink particles.
(A color version of this figure is available in the online journal.)

4. SUMMARY AND CONCLUSION

We have presented the first three-dimensional, RMHD col-
lapse simulation of massive star formation including heating by

both ionizing and non-ionizing radiation. We used sink particles
to represent accreting protostars. We compared the action of the
magnetic field in this high-mass star formation simulation to
the major ways that it acts in low-mass star formation. As we

10
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Figure 2. Slice along the z-axis in the weak-field run 26-4, at 2000
yr and 5000 yr after the formation of the first sink particle. The
two top panels show the density field and the poloidal velocity
vectors (black arrows). Note the different spatial scales between
the top and middle panel. The outflow velocity (vz , bottom panel)
and the density field after 5000 yr show a very turbulent structure
caused by internal shocks.
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Figure 3. Position-velocity (top) and position-density (bottom)
diagram for the weak-field run 26-4 after 5000 yr. The contours
have a logarithmic spacing. The bulk velocity increasing with dis-
tance. The maximum velocity show several clear peaks which are
attributed to internal shock fronts.
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Figure 4. Radial profiles of the outflow velocity (top) and the
density (bottom) at different vertical positions for the weak-field
run 26-4 after 5000 yr. The quantities are averaged azimuthally
before plotting. For z < 2000 AU the outflow velocity increases
towards the z-axis whereas at larger distances it has an almost
flat radial profile. The density profiles are rather flat showing only
small variations and a prominent jump associated with the bow
shock.

10 D. Seifried et al.

centrifugal acceleration is not possible indicating that the
outflow is mainly driven by the toroidal magnetic pressure.
The expansion speed in this phase is almost the same in the
vertical and horizontal direction (see top panel of Fig. 2)
with the outer edge of the bubble coinciding with the po-
sition of the accretion shock at the disc edge. It is only in
this initial stage when we call the outflow a magnetic tower
flow (Lynden-Bell 1996, 2003). In contrast to the situation
at 5000 yr in this transient phase there is no acceleration
of gas from the disc. In fact, the gas is accelerated only at
the tip of the outflow. Therefore the situation differs signif-
icantly from the later stages. After ∼ 2000 yr a fast, well
collimated outflow component, the centrifugal driven jet de-
velops in the region close to the z-axis. The launching of the
jet coincides with the build-up of a well defined, extended (∼
100 AU) Keplerian disc whereas prior to that disc rotation
is mostly sub-Keplerian.

In summary, besides the magnetic field line structure,
the application of the criterion derived in this work strongly
indicates that the outflow is mainly driven centrifugally at
|z| ! 800 AU while the dynamics of Bφ gets more important
at large radii and larger heights where the flow is magneto-
centrifugally driven.

4.2 Strong field case 5.2-4

4.2.1 General properties

Next, we describe global properties of the outflow gener-
ated in run 5.2-4 which has a 5 times stronger initial mag-
netic field than run 26-4 (see Table 1). The outflow shown
in Fig. 7 reveals significant differences compared to the out-
flow in run 26-4 (compare Fig. 2). Whereas the latter is well
collimated with a collimation factor of ∼ 4, the former has a
rather sphere-like morphology expanding with roughly the
same speed in all directions, therefore also maintaining a
self-similar morphology for all times. The outflow velocities
reach values of up to 5 km s−1 about a factor of 2 - 3 lower
than in run 26-4. The expansion speed of the outflow is al-
most constant over time with a value of 0.28 AU yr−1 " 1.3
km s−1. This is noticeably smaller than the expansion speed
of 1 AU yr−1 observed in run 26-4. Consequently also the
bow shock structure in run 5.2-4 is less pronounced.

Furthermore, a closer inspection of the outflow in run
5.2-4 reveals that in particular close to the symmetry axis
and the centre of the bubble gas is still falling inwards even
at late times. Gas with outwards motion occurs mainly in
the outer wings. The outflow direction in the inner part is
almost radial and gets collimated at relatively large radii
of ∼ 500 AU. This is remarkably different to the situation
in run 26-4 where almost all the gas within the outflow
area is moving outwards and preferentially parallel to the
z-axis. A consequence of the complicated velocity structure
observed in Fig. 7 is the complex density structure show-
ing several shock-like features in the bubble. We find that
the flattened structure in the midplane is a strongly sub-
Keplerian disc with significant infall motions (see Paper I,
for a detailed discussion). The sub-Keplerian rotation is a
consequence of the strong initial magnetic field decelerat-
ing the rotation of the initial core via the magnetic braking
mechanism (Mouschovias & Paleologou 1980).
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Figure 7. Same as in Fig. 2 but for the strong-field run 5.2-4. The
outflow is poorly collimated and has significantly lower outflow
velocities than the outflow in run 26-4.

4.2.2 Launching mechanism

The different morphologies of the outflows in run 5.2-4 and
run 26-4 raise the question whether the underlying launching
mechanisms differ. Firstly, we examine the relative impor-
tance of the toroidal and poloidal magnetic field components
in the top panel Fig. 8. Here again – as in Section 4.1.2 – all

density in inner region
and early times

density on larger scales 
and later times

velocity on larger scales 
and later times 

weak B-field strong B-field



ray tracing method 
(hydrid characteristics)

Monte Carlo: full RT 
(with scattered radiation)

1000 AU



mass load onto the disk 
exceeds inward transport
--> becomes gravitationally 
unstable (see also Kratter & Matzner 2006, 
Kratter et al. 2010)

fragments to form multiple 
stars --> explains why high-
mass stars are seen in clusters

Peters et al. (2010a, ApJ, 711, 1017), 
Peters et al. (2010b, ApJ, 719, 831),
Peters et al. (2010c, ApJ, 725, 134)



younger protostars form at larger radii

“burst” of 
star formation

mass load onto the disk 
exceeds inward transport
--> becomes gravitationally 
unstable (see also Kratter & Matzner 2006, 
Kratter et al. 2010)

fragments to form multiple 
stars --> explains why high-
mass stars are seen in clusters

Peters et al. (2010a, ApJ, 711, 1017), 
Peters et al. (2010b, ApJ, 719, 831),
Peters et al. (2010c, ApJ, 725, 134)



Accretion History
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expansion of ionized bubble causes turn-off

no triggered star formation by expanding bubble
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Importance of Initial Conditions for SF 5

t = 14.3 kyr Mmm = 6.08 M�

Nsink = 1 Mtot = 6.08 M�

t = 14.4 kyr Mmm = 6.15 M�

Nsink = 2 Mtot = 6.20 M�

t = 14.5 kyr Mmm = 6.22 M�

Nsink = 4 Mtot = 6.36 M�

t = 14.7 kyr Mmm = 6.27 M�

Nsink = 4 Mtot = 6.42 M�

t = 14.8 kyr Mmm = 6.30 M�

Nsink = 6 Mtot = 6.56 M�

1 10 100
column density [g cm�2]

Figure 2. Column density plots of the central region with the
disc around the most massive sink particle in run PL15-m-2. The
formation of secondary sink particles indicates the fragmenta-
tion into several objects, which quickly leads to the dissolution of
the disc. Spiral arms develop and redirect the gas away from the
central protostar, which gets starved of material. The box spans
roughly 4000� 2000 AU.
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Figure 3. Radial density profile round the central protostar in
run PL15-m-2. The gas density first increases in the immediate
proximity of the protostar due to the global infall. At later times,
the surrounding companions branch o� most of the gas, leading
to a continuous decrease of the density.
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Figure 4. Accretion rate onto spherical shells around the central
protostar in the cluster. Its accretion radius is indicated by rsink.
The plot shows several curves for t 6 14.3 kyr, where there is
only one sink particle (N = 1). Before the formation of secondary
protostars the accretion rate in the centre is roughly constant.
Immediately after surrounding companions have condensed out,
the accretion front moves to larger radii and starves the central
object. At later simulation times (t > 15.4 kyr) the accretion rate
varies, but stays very small for all curves.

increasing proximity to other protostars, their attraction as
an N -body system becomes stronger than the force between
protostars and gas. The protostars then dynamically decou-
ple from the filaments and accumulate in the central region
in a more spherically-symmetric configuration rather than
in a flat or string-like structure. The initial filaments get
dispersed in the central region because the N -body system
e⇤ciently stirs the gas. The mass accretion is shown in fig-
ure 6. Note that figure 5 only covers a small time range at
the beginning of the cluster formation, whereas figure 6 cov-

c⇥ 0000 RAS, MNRAS 000, 000–000
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Figure 4. Accretion rate onto spherical shells around the central
protostar in the cluster. Its accretion radius is indicated by rsink.
The plot shows several curves for t 6 14.3 kyr, where there is
only one sink particle (N = 1). Before the formation of secondary
protostars the accretion rate in the centre is roughly constant.
Immediately after surrounding companions have condensed out,
the accretion front moves to larger radii and starves the central
object. At later simulation times (t > 15.4 kyr) the accretion rate
varies, but stays very small for all curves.

increasing proximity to other protostars, their attraction as
an N -body system becomes stronger than the force between
protostars and gas. The protostars then dynamically decou-
ple from the filaments and accumulate in the central region
in a more spherically-symmetric configuration rather than
in a flat or string-like structure. The initial filaments get
dispersed in the central region because the N -body system
e⇤ciently stirs the gas. The mass accretion is shown in fig-
ure 6. Note that figure 5 only covers a small time range at
the beginning of the cluster formation, whereas figure 6 cov-
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Fragmentation-induced starvation in a complex cluster

gas density as function of radius 
at different times

mass flow towards the center as 
function of radius at different times

Girichidis et al. (2011a,b)



Accretion History
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Dynamics of the H II Region and Outflow

−13.0−15.2−17.5−19.8−22.0

box size 0.324 pc

0.660 Myr 0.679 Myr 0.698 Myr

0.718 Myr 0.737 Myr

log10(dens) in g cm−3

thermal pressure drives bipolar outflow

filaments can effectively shield ionizing radiation

when thermal support gets lost, outflow gets quenched again

no direct relation between mass of star and size of outflow

Peters et al. (2010a,b,c)



Dynamics of the H II Region and Outflow

−13.0−15.2−17.5−19.8−22.0

box size 0.324 pc

0.660 Myr 0.691 Myr 0.709 Myr

0.726 Myr 0.746 Myr

log10(dens) in g cm−3

bipolar outflow during accretion phase

when accretion flow stops, ionized bubble can expand

expansion is highly anisotropic

bubbles around most massive stars merge

Peters et al. (2010a,b,c)



Simulated Radio Continuum Maps

numerical data can be used to generate continuum maps

calculate free-free absorption coefficient for every cell

integrate radiative transfer equation (neglecting scattering)

convolve resulting image with beam width

VLA parameters:
distance 2.65 kpc
wavelength 2 cm
FWHM 0.′′14
noise 10−3 Jy

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134)



Classification of UC H II Regions

Wood & Churchwell 1989 classification of UC H II regions

Question: What is the origin of these morphologies?

UC H II lifetime problem: Too many UC H II regions observed!



H II Region Morphologies

45.0033.7522.5011.250.00

shell-like core-halo cometary

spherical irregular

box size 0.122 pc

0.716 Myr 0.686 Myr 0.691 Myr

0.671 Myr 0.704 Myr

23.391M! 22.464M! 22.956M!

20.733M! 23.391M!

emission at 2 cm in mJy/beam

synthetic VLA observations at 2 cm of simulation data
interaction of ionizing radiation with accretion flow creates
high variability in time and shape
flickering resolves the lifetime paradox! Peters et al. (2010a,b,c)



H II Region Morphologies

Type WC89 K94 single multiple

Spherical/Unresolved 43 55 19 60 ± 5
Cometary 20 16 7 10 ± 5
Core-halo 16 9 15 4 ± 2
Shell-like 4 1 3 5 ± 1
Irregular 17 19 57 21 ± 5

WC89: Wood & Churchwell 1989, K94: Kurtz et al. 1994

statistics over 25 simulation snapshots and 20 viewing angles

statistics can be used to distinguish between different models

single sink simulation does not reproduce lifetime problem

Peters et al. (2010a,b,c)



Time Variability
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correlation between accretion events and H II region changes

time variations in size and flux have been observed

changes of size and flux of 5–7%yr−1 match observations
Franco-Hernández et al. 2004, Rodŕıguez et al. 2007, Galván-Madrid et al. 2008

time variability

(Galvan-Madrid et al. 2011)



Some results

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134), Peters et al. (2011, ApJ, 729, 72

• ionization feedback cannot stop accretion

• ionization drives bipolar outflows

• HII regions show high variability in time and shape

• all classified morphologies can be observed in one run

• lifetime of HII regions determined by accretion 
timescale (and not by expansion time)

• rapid accretion through dense and unstable flows

• fragmentation limits further accretion of massive stars 
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• stars form from the complex interplay of self-gravity and a large number 
of competing processes (such as turbulence, B-field, feedback, thermal 
pressure)

• detailed studies require the consistent treatment of many different 
physical processes (this is a theoretical and computational challenge)

• star formation is regulated by several feedback loops, which are still 
poorly understood

Star formation is intrinsically a multi-scale and multi-physics problem. 
Many different processes need to be considered simultaneously. 



thanks



Protostars and Planets VI 
in July 15 - 20, 2013

... hope to see you there!!!
(www.ppvi.org)


